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Executive Summary

The objective of this task was to take a fresh look at the NASA Space Network Control
(SNC) element for the Advanced Tracking and Data Relay Satellite System (ATDRSS) such that
it can be made more efficient and responsive to the user by introducing new concepts and
technologies appropniate for the 1997 time frame. [n particular, it was desired to investigate the
technologies and concepts employed in similar systems that may be applicable to the SNC. It is
intended that these results will be used as input to the Phase A studies for the SNC.

This study was a short, intensive effort that focused on a small number of key issues. As
the initial actvity in this task, a high-level analysis of requirements and operaton of the exisnng
Network Control Center (NCC) was performed. This analysis established a baseline set of
requirements for the SNC but also provided additional insight into the key issues. The key
issues with some additional elaboration are summarized as follows:

Key Issue 1: What processing/scheduling is done in real-time versus pre-planned?
Elaboration: The current scheduling process is lengthy with many changes occurring.
Although service can be provided on short notice, few users take advantage of this capability.

Key Issue 2: What is the system "information interface" for operators and users?

Elaboration: There is limited information provided back to the user during the scheduling
process because the composite schedule is classified. This makes conflict resolution difficult.
Also, the scheduling of the shuttle is the major source of perturbations whose impact affects
many users.

Key Issue 3: What processing is automated versus manuai?

Elaboration: Both the operation and use of the system could be made more efficient and less
manually intensive. Increasing the level of automation of the existing NCC is expensive because
modification of its software is difficult.

Key Issue 4: How is the system controlled (centralized/distributed)?

Elaboration: Rather than addressing just centralized or distributed control, a broader set of
alternatives had to be considered involving hybrid approaches. Furthermore, control was
addressed in terms of the individual OSI network management functions (configuration, fault,
performance, security, and accounting).

Key Issue 5: Where is the processing performed? Where is the data stored?
Elaboration: The primary alternatives to be considered are the White Sands Complex (WSC),
Goddard Space Flight Center (GSFC), and User Payload Operations Control Centers (POCCs).

Key Issue 6: Can the SNC be absorbed by other systems?

Elaboration: A substantial number of the SNC functions will be performed by the Second
TDRSS Ground Terminal (STGT). The primary option is to migrate additional functionality to
the Advanced TDRSS Ground Terminal (ATGT). To a lesser extent functions could be moved
to the user POCCs, CDOS, or NASCOM 1.
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In order to identfy new concepts and to resolve these issues, the following categories of
svstems were surveyed: o

o0 systems with similar space network control missions for satellite data collecton,

o commercial satellite and telecommunications COMmMON CarTiers,

0 systems whose resource allocation and control functions are functionally analogous and

are referred to as "abstract analogues.”

The first two types of sysiems were surveyed by site visits while the "abstract analogues” were
surveyed by performing a literature search. The conclusion of this survey was that there is no
other system that is a one-to-one matching to the SNC functions, but several useful concepts can
be adopted for the SNC.

The major recommendatons derived from this study address one or more of the key
issues. These recommendations are listed below with a cross reference to the relevant key
issue(s) in parentheses.

1. Adopt a Hybrid Scheduling Approach to Reduce Scheduling Operational Complexity
and Achieve Maximum User Satisfaction (#1)

Although from a functional view, the SN could be operated like the telephone network,
this is not practical because there is not enough SA service capacity. A much larger fraction of
user service requests can be satisfied with the use of a pre-planned approach because there 1s
time to resolve conflicts. However, demand access can be provided to support the needs of some
users on the MA service with sufficiendy low blocking. Therefore, a hybrid scheduling scheme
is proposed. This would enable the SN to 1.) accommodate unforeseen needs as they occur in
real-time as well as requirements that are known well in advance and 2.) reduce the scheduling
workload.

For the pre-planned users, it is recommended to investigate a fluid scheduling approach
with a shorter scheduling time horizon. Emulating the "just in time” concept of job shop
scheduling, this approach would establish multiple “freeze points” at which time resources would
be allocated. Since resources wouldn't be prematurely allocated, the impact of changes would be
minimized. However, conflicts would still be resolved as they are idenufied.

One of the key results is the impact of the user providing a flexible request. Our
simulations show that if the users provide a window time specification rather than a fixed time
epoch, blocking is substandally reduced. The major issue to resolve is when the window must
be converted to a fixed time assignment. The SNC could perform this scheduling in near real-
time with adequate processing power, but users probably need more time (hours to days) to
generate/fine tune their command set. Thus, the time horizon for scheduling is dominated by
user constraints.

Of the satellite data collection facilides surveyed, both were utilizing a shorter scheduling
horizon of 3 to 7 days. Adoption of a shorter horizon may reduce the impact of changes, but
may not be feasible for all users. The use of a fluid scheduling approach with multiple freeze
points will allow the planning horizon to be application specific such that the varying needs of
the users can be supported.

2. Incorporate Resource Partitions to Isolate Impact of Users (#1, #2)

It is recommended that the capability of establishing resource partitions for subnerworks
be incorporated into the SNC requirements. This will provide the capability to isolate the impact
of various classes of users from each other. If the user requirements vary significantly by time of
day. these partitions could be rime variant similar to the routing employed in the telephone
network.

The use of resource partitions is a way to reduce the impact of manned space flight. For
example, SA channels could be assigned to the shuttle. However, in order to efficienty use
these resources. a standby schedule would be needed in case of launch delays. Also, if after
launch the shuttle schedule was available for on-line access, users might be able to utilize the
remaining service times more easily.

(O]
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Resource partitioning also introduces the possibility of providing on-line access to a
schedule for some subset of the SN resources similar to the GTE video scheduling system.
Access to the schedule would eliminate the need to send reject notices in response to a schedule
request without any explanation, one of the major fruswrations with the current NCC.
Furthermore. this could allow the users to at least partially resolve their conflicts prior to
submission of their requests, and thus reducing the workload on the SNC.

The downside of resource partitioning is the negative impact on performance. This is
especially critical in case of SA channel failure. However, the simulation results indicate that
there is potentially adequate capacity to partition the MA resources, without introducing a
performance problem.

3. Further Automate the Entry, Change, and Conflict Resolution of Schedule Data (#1, #2,
#3)

In the scheduling area, the handling of conflicts by voice co-ordination would be largely
replaced in an jncremental fashion with the semi-automated generation of shift requests,
disaibuted data management to concurrently update schedules at the SNC and POCCs, and
distributed work management tools to co-ordinate the group execution of the shift requests by
people.

There is substantal potential for the automated generation of shift requests including,
ultimately, the application of co-operating expert systems. However, there will probably always
be some aspect of this activity involving manual interventon. This will require scheduling
decision aids to support the analyst. For example, a tool was demonstrated by the Air Force that
displayed a window of the scheduie on a large monitor, provided the capability to enter changes
to the contact time graphically, and identified conflicts.

The distributed data management and distributed work management technologies will be
provided by off-the-shelf technologies. They are currently available in vendor products and will
be further supported by Open Systems Interconnection (OSI) communications standards in the
time frame for SNC implementation.

4. Automate the Inter-System Control Function and Monitor by Exception (#3, #4)

Automaton of the Inter-System Control functon is recommended with the monitoring
and analysis of the network being performed on an exception basis such that operators are only
notified when a problem is detected. In this concept an operator would be assigned to each
contact to ensure that the quality of SN service is maintained, but the operator will be supporting
multiple contacts concurrently. In order to do this, the operator must be able to obtain the "big
picture” of the real-time system status on demand. '

-The automation of the ISC is based on the OSI concepts of a manager, agents resident in
the systems being coordinated, and Management Information Base (MIB). The capabilities
envisioned to be automated are pre-pass testing by the ISC agents, reporting of summary status
by the ISC agents to the ISC manager, analysis of the status data by the ISC manager, generation
of alerts by the ISC manager, and display of the system status by the ISC manager. The MIB
structure defines the objects being managed for each system being coordinated. At the current
time, the standardization process has only defined MIBs for components rather than systems.
Also, the development of the systems being coordinated is leading the SNC development. Thus,
this is a risk area that needs near-term attention.

Monitoring by excepton is a major change in the operations concept from the existing
NCC concept as operators will no longer be assigned to each pass. Although all of the satellite
data collecton facilities surveyed had an operator watching each pass, monitoring by exception
is achievable with current technology. Since it has not been done, there is a risk involved. The
first concern is the user acceptance of this approach; locating the ISC operators at GSFC may
facilitate this acceptance. Second, it is imperanve that the infrastructure be introduced to support
the distributed data management of the ATDRSS configuration so that the SNC and the POCC
have the same configuradon; operators will not have the time to sort out these parameters under
the new concept. Third, the handling of the perturbations introduced by the shuttle will have to



be streamlined. This can be done by allowing the users on-line access to a selected subset of the
SNC schedule and using a standby schedule.

5. Implement a Real-time / Non-Real time Partition of SNC Subsystem Functionality (#4,
#S, #6)

[t is recommended that the SNC functions be partitioned into real-time and non-real-time
subsystems with the real-time subsystem being integrated with ATGT and the non-real-time
subsystem resident at GSFC in order to minimize cost as well as to achieve the most robust
performance.

The non-real dme subsystem, primarily performing the resource allocation function,
would be located at GSFC. This is recommended because the schedule processing functions are
significantly different (transaction processing vs. real-time communications) from the STGT
functions and are not prime candidates for integration into ATGT. Furthermore, the primary
raffic flows would be between the user POCCs at GSFC and the non-real-time subsystem.
Although the traffic flows are not large compared to science data, the users will not be affected
by congestion or failures in NASCOM when accessing the non-real-time system (if it is located
at GSFC). This is especially important with the recommended increase in the level of SNC
automation and data communications. Therefore, the non-real-time subsystern should be located
closer to the users at GSFC.

From a functional point of view, it is reasonable to integrate the real-time control
functions into the ATGT because of the similarity to the functions currently performed. The
principal functions that could be integrated are the validation of POCC commands to modify the
ATDRSS channel configuration during a support and the handling of demand access requests.
Since the existing ground terminal already validates commands, this functon should be
integrated into ATGT. The tradeoffs associated with the integration of the demand access
function are more complex and depend on specific functonality. First, a single point of
processing in ATGT would have to be established to allocate resources so the user would not
have to know which ground terminal to access; this requires an upgrade to the STGT
architecture. Second, if demand access is a simple function providing service on a FIFO basis,
then it is beneficial to integrate it into the ATGT. However, this function will be more complex
if queueing of demand access requests is performed, and the real-time SNC performs some "look
ahead"” processing in order to optimally allocate SN resources. In this case, it is less beneficial to
integrate demand access into ATGT.

Another major issue to be considered in this analysis is the upgrading of the STGT
security functionality. If the real-time SNC functions are integrated into ATGT, then ATGT will
communicate directly with unclassified POCCs in a transaction mode. Since STGT does not
have this capability, its security architecture will have to be upgraded with the introduction of a
Restricted Access Processor. This introduces some risk.

In summary, although integrating the real-time SNC functions into ATGT requires a
further software complexiry analysis as well as a timing and sizing analysis, this is the most
attractive candidate for integration.

6. Introduce Automated Interface Management (#3, #4)

It is envisioned that the communications interface software between SNC components
and external systems will be largely off-the-shelf OSI based software components. In the OSI
environment, application message definidons are specified in a programming language
representation, referred to as the Abstract Syntax Notation One (ASN.1). This will enable the
use of ASN.l compilers, an off-the-shelf OSI utility, to generate new encoding/decoding
software when interfaces are modified. This will make changing interfaces simple and efficient,
which may be especially important for accommodating the international partners as new
requirements occur.
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In summary, the results of this study include recommendations for the introduction of
new concepts and technologies. These recommendations include resource partitioning, on-line
access to subsets of the SN schedule, fluid scheduling, increased use of demand access on the
MA service. automatng Inter-System Control functions using OSI concepts and monitor by
excepton. increased automation for dismbuted data management and distibuted work
management. viewing SN operational control in terms of the OSI Management framework. and
the inroduction of automated interface management.
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SNC Study Final Report

1. Introduction
1.1 Objectives . _

The objective of this task is to take a fresh look at the Nauonal Aeronautics and Space
Administration (NASA) Space Network Control (SNC) element for the Advanced Tracking and
Delay Relay Satellite System (ATDRSS) to make it more efficient and responsive to the user by
introducing new concepts and technologies appropriate for the 1997 time frame. In particular, it
is desired to investigate the technologies and concepts employed in similar systems that may be
applicable to the SNC. These simular systems include:

o svstems with a similar space network control missions, e.g., Department of

Defense(DoD) systems,
o commercial satellite and telecommunications common carriers,
0 systems whose resource allocation and control functions are functionally analogous.

Because this study was performed in a short time period, it was necessary to focus it on a small
number of key issues. Thus, the following key issues were identified at the outset of this study:

. What processing/scheduling is done in real-time versus pre-planned?
. What is the user-system "information interface"? What is the operator user-
svstem "information interface"?
. What processing is automated versus manual?
0 user services
0 operator services
. How is the system controlled (centralized/distributed)?
. Where is the processing performed? Where is the data stored?
. Can the SNC be absorbed by other systems?

[N

o
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The results of this study will be a set of recommendations regarding these issues for input to
Phase A SNC studies to be performed in 1991. These recommendations involve specification of
SNC requirements or formulation of concepts to be evaluated in the Phase A studies.

1.2 Scope

The Space Network (SN) can be viewed as consisting of the SN communications satellite
assets resident in space, the ground communicadons assets, and SNC element for the control of
these assets. In addition, the SN must be viewed as a system within a "system of systems’
because it must interface with a number of other systems. As shown in Figure 1-1, the SN is a
service provider that must interoperate with other service providers and SN users. The SN
consists of:

o the ATDRSS,

o the Advanced TDRSS Ground Terminal (ATGT),

o Ground Network (GN) assets,

o SNC for control of these assets.
The first three systems listed above are referred to as the communications assets because they
pertorm the delivery of the user data. The functions of the SNC may be embedded in the
communications assets, resident in stand-alone system(s) or partially embedded and partially
stand-alone.

The other service providers within this "system of systems" context consist of both

NASA and non-NASA systems. The NASA systems are:

o the Jet Propulsion Laboratory (JPL) Deep Space Network of ground system,

o Customer Data Operations System (CDOS) in the ATDRSS era,

o Flight Dynamics Facility (FDF),

o other existing sensor data processing facilities, and

0 NASA communication network (NASCOM) communications utility,

1-1
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The non-NASA systems include the DoD Lead Range ground systems, as well as satellite
svstems/ground of the internatonal partners [Europear} Spacc. Agency (ESA) and Japanese
National Space Agency (NASDA) as either users or service providers.] The service user system
consist of the user spacecraft and payload operations control centers (POCCs) for both NASA
users as well as the internadonal partners.

The areas that have most critical impact on the SNC and are managed by Code 500 are
NASCOM II. CDOS, and the user POCCs. Thus, their interface with the SN is of particular
importance in this study.

The scope of this work includes all aspects of SNC functionality. However, the major
focus will be on the resource allocation of the communications assets and the assuring the
performance of these assets rather than the administratve or sustaining engineering aspects of
the SNC. It is assumed that the characteristics of the communications assets, e.g., number of
channels/antennas, data rates, etc. are fixed so the focus of the work is on conwmol of the
communications assets. As identified, modifications or enhancements to the assets may be
recommended.

This study was performed in parallel with on-going CTA INCORPORATED (CTA)
studies on the SN and SNC. This study differs from these efforts in that:

O surveys systems being used/developed by other organizations with analogous control

roblems,

0 ispissue oriented as discussed above rather than comprehensive,

0 address the general system of systems issue rather than assume the existing allocations

among systems.
Upon completion the results of this study will be integrated into these other ongoing efforts as
appropriate.

1.3 Constraints

The three primary constraints affecting the SNC are its integration into the 1997 NASA
environment, its interface with external systems, and security. In developing new approaches, it
1s recognized that they must be integrated into the existing and planned systems. As discussed
above, this integration must be considered in a “system of systems” context. Any impact of the
SNC on these other systems must be identified and evaluated.

[n some cases users of the SN may want to utlize resources such as the DoD Lead Range
facilities or the assets of the international partners. Thus, the users will have to co-ordinate the
mode of operation for these systems, ¢.g., preplanned, demand access, or hybrid.

Security is a constraint because the systemn must be protected from unauthorized users.
Also. the composite schedule showing the allocation of resources to users is currently classified.
Thus, the protection of the system and confidentiality of data must be considered in developing
new approaches.

1.4 Organization

[n this section the overall approach for performing the work is presented and related to
the organization of this report. The overall methodology used for performing this task is
depicted in Figure 1-2. The inital efforts involved information gathering and consisted of
requirements analysis, familiarization with the NASA Space Tracking and Data Network
(STDN) environment, and survey of technology and similar systems. The results of the
requirements analysis, as presented in Section 2, addressed the categorization of users, a
taxonomy of services, and functional requirements. The set of functional requirements used in
this study are presented in Appendix A.

The environment review element of the methodology involved familiarization with the
status and plans of major NASA programs that will affect the SNC. These programs included:

o ATDRSS program,

o the existing TDRSS ground system at the White Sands Complex (WSC) and the

upgraded ground system, referred to as the Second TDRSS Ground Terminal (STGT),
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o the next generaton communications network (NASCOM 1),
o the next generation data processing system (CDOS).

Also. the operation of the existing Network Control Center (NCC) was reviewed. These reviews
were accomplished by document review, site visits, and briefings. Since thls mformauon 1S
sackground data for performing the study, it is not specifically documented in this report, but
appropriate reterences are provided where they affect the study results.

The technology survey was conducted by performing an electronic literature search in the
areas of resource allocation and contol. In this survey, the goal was to idendfy “abswact
inalogues.” i.e., problems with a mathematical formulation similar to that of the SNC resource
allocation and control problem. The results of this survey are summarized in Appendix B. The
survey of similar systems addressed both systems being used or developed by other
organizations with analogous resource allocation and conwtol requirements. Organizations
involved with satellite data collection as well as satellite communications were surveyed. The
results of these site visits are presented in Appendix C. Although no one-to-one correlation was
round between the SNC conrol and resource allocation problems with those surveyed, elements
of the survey results were useful in the formulation of alternatves.

The next set of major steps involved the formulation and evaluaton of architectural
aiternatives. The alternadves, as presented in Section 3 with supporting technical material in
Appendix D, are formulated in terms of resource allocation and management. Management of
the SNC as well as the inter-system management of the system of systems (SN, CDOS,
NASCOM II) are addressed in this section. The criteria are defined and applied to these
alternatives to idenafy the madeoffs in Section 4. As part of the wradeoff evaluation, a
performance analysis of alternative resource allocation schemes and a data flow analysis of
alternative funcuonal allocation schemes were performed. These results are presented in
Appendices E and F. respectively.

Then the results of the wadeoffs were analyzed and a set of recommendations were
prepared. These recommendations are presented in Section 5 and address each of the key issues
'dentitied at the outset of the study.
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1. Requirements
2.1 Overview :

In this section the results of the analysis of the high level Space Network Control (SNC)
functional, operational, and performance requirements are presented. The initial acdvities
involved preparing a categorization of SN users and a taxonomy of user services describing the
potential services to be provided to the user. In preparing the user categorization, modes of
operation, and service taxonomy, it was intended to cover all practical possibilities. These
results, presented in Section 2.2 through 2.4, were useful in formulating new operational
concepts for the Space Network (SN).

The primary sources of input for this acdvity were document review and site visits.
[nterviews were conducted with:

o Space Transportation System (STS) (referred to as the Shuttle) users at Johnson Space

Center (JSC),
o Space Telescope users at Goddard and the Johns Hopkins Science Institute, and
o Multi-mission users [Cosmic Background Explore (COBE), Earth Radiation Budget
Satellite (ERBS)| at Goddard.
Space Station (SS) and Earth Orbiting System (EOS) requirements were also investigated.

In the requirements analysis, the functional definitdon that was prepared in the parailel "B
team” SNC study was used as input to establish a baseline; it was reviewed and enhanced as
necessary to address the key issues. The functional analysis is presented in Sectdon 2.5.

In order to quantitatvely analyze alternanves, a traffic model was formulated and
parameters estimated as part of the performance requirements. This was done to a level of detail
such that the feasibility, performance, and computational complexity of the scheduling
algorithms could be understood. This data is key input for evaluating the computing capacity
needed to implement various scheduling algonthms and the impact of changes in schedule
requests on computing capacity. The traffic loading prepared for this study is summarized in
Appendix E.

2.2 User Categorization

Tracking & Data Relay Satellite System (TDRSS) users can be divided into three major
categories, spacecraft operations, mission / science users, and testing / taining. These users
differ in their responsibilities and objectives and therefore present a diversity of requirements for
Network Control Center (NCC) and SNC. Spacecraft operations includes those personnel who
are responsible for maintaining the orbit of the spacecraft, monitoring the status of its
subsystems, and insuring the safety of the spacecraft and its instruments. Mission / science users
are those individuals who use the spacecraft and (optionally) its instruments to meet their science
or mission objectives. Testng / training users have yet another set of objectives, to train new
personnel to operate the various parts of the system, and to perform testing of new software
releases / hardware upgrades before bringing them on-line and testng of the current baseline to
locate bugs and isolate faults. The types of variability in the ways in which each of these
categories of users uses TDRSS is described below.

SPACECRAFT OPERATIONS: There are roughly four ways in which spacecraft
operations users may use TDRSS. In some cases engineering and / or health and safety data wili
be written to tape and played back when the satellite is in view of TDRSS. In most cases the
data of this type will be received in real-time. A further variation of the real-time case occurs
when a real-ime forward link for commanding is also required. These activities are normally
conducted on a routine basis and are scheduled in advance; however, these users must have the
ability to request emergency service if the satellite becomes unstable or at risk. Of course there
will also always be some degree of routine changes in the service requirements of these users.

MISSION / SCIENCE: Mission / Science users of TDRSS present the most demanding
requirements for the system. These users will have the same types of varability as the
spacecraft operations personnel in that they will sometimes record, sometimes use a real-time
return link to acquire their data, and sometimes require a real-time forward link in conjunction
with a real-time return link. These users must also be able to obtain emergency service and
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effect routine changes to their service requests. In addition some users' missions are of a short
duration with uncertain launch times: other missions are long term with a large degree of
stability. Some mission / science users need as nearly continuous coverage as possible; others
need coverage only for parts of orbits or in some cases once every several orbits. Although most
users use only one band at a time, STS Docking with another spacecraft requires S-Band Single
Access Return (SSAR) and K-Band Single Access Return (KSAR) (on one TDRSS Single
Access (SA) antenna) simultaneously. Some spacecraft are complex containing multiple
instruments. instuments which can be used in several ways, or both. Other users' spacecraft
incorporate a single insument or which support a single or small number of investigators. The
spacecraft or insruments which support some mission / science users required command loads
which are very long (thousands). These users require an increased amount of advance notice of
service to allow time for the command load to be finalized.

TESTING / TRAINING: Time must be blocked out of the schedule to support testing of
new software releases and to main personnel. These activities can be fit into openings in the
schedule and can be bumped when necessary. Time must also be taken from the schedule to
support maintenance activities. Like other users, these users must be able to obtain emergency
service and effect routine changes to their service requests. Emergency service may be required
when failures occur.

2.3 Modes of Operation

There are several types of modes of mission operations, with differing needs for
scheduling of SN resources. Most missions tend to operate in one mode, but at specific times
must operate in another mode. How a conceptual alternative will respond to each of these modes
is of prime importance in evaluating the alternative, especially in the case of the resource
allocation.

Mode 1 - Single event operations

Single event operations include launch, orbit insertion, orbit maneuvers, and 1nitial
deployment. Operating in this mode requires guaranteed support, but start time is unpredictable.
due to weather, launch delays, and shuttle crew schedules. Nominal duration is usually known in
advance, but may increase if there are deployment or checkout problems. These operations have
high prionty.

Mode 2 - Emergency operations

Both time of occurrence and duration are unpredictable. Emergency operation requires
immediate access, for an unknown duration. Several contacts may be required before return to
normal operations is possible. Emergency operations usually are given highest priority.

Mode 3 - Target of opportunity

Target of opportunity operatons involve observations of unpredictable phenomena.
Because these phenomena are often of limited duration, and because it is often important to
capture data on the early stages of such an event, science payoff may decrease if access is
delayed. Priority will vary, e.g., a supernova is a rare event; while solar flares, although
unpredictable, occur frequently.

Mode 4 - Aperiodic Operations

Tvpical mission operations, consisting of frequent, but not periodic, data collection or
commanding sessions. This requires several contacts per day for real time data collection or
ransfer of recorded data, and for health & safery (H&S) monitoring and commanding. The
duration and frequency may vary, due to variations in science objectives, target characteristics,
or visibility. Failure to obtain any one contact is of relatively little consequence, but provision of
an agreed-to level of service may be required.
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Mode 5 - Periodic Operations .

An investigation is carried out making the same observations day after day for months or
vears. Data is transferred from the spacecraft at regular intervals. With occasional missed
contacts permissible.

Virtually every mission operates initially in mode 1 for Launch/checkout. ~When the
spacecraft is seen to be operating normally, operation in mode 4 or mode 5 begins. Some
spacecraft may occasionally be operated in mode 3 (Target of Opportunity), but few missions
plan 10 operate this way normally, due to present limitations on short lead-time access to the
spacecraft via TDRSS. Mode 2 (Emergency) is used only when the spacecraft is in danger.
Operations may occasionally revert to mode one to handle orbit maneuvers or on-orbit servicin g.

2.4 Service Taxonomy

A variety of characteristics of the service SNC could provide have been identified. These
characteristics are not necessarily recommended. Rather they are provided to define the full
range of potential services and to provide input to the process of defining the major alternatives
for SNC.

SERVICE REQUESTS: Service requests can be made in a variety of ways. Requests
may be made for fixed time periods. without specifying any existing flexibility. Alternatively,
flexibility in the time at which service is to be provided may be included in the request.
Flexibility may be represented as a time window within which all times would be considered
equally desirable or as a combination of a preferred time and the periods before and after the
preferred time which are acceptable. When time periods are specified they may be described in
either relative or absolute terms. Relative time specifications may be expressed as a number of
munutes after Acquisition of Signal (AOS), for example.

Further abstractions are also possible in the way in which requests are made, the most
abszact form being the generic request. A generic request does not specify hours or dates:
rather. it is a statement of the rules governing the selection of hours or dates for those tvpes of
service which have some pattern which lends itself to abstraction. Naturally, requests can be
made in the more traditional explicit manner, or as some combination of the two approaches in
which some elements are specified generically and other elements are specified explicitly.

Alternatives regarding degree of explicimess also exist with respect to selection of
spacecraft, antennas. and even type of service [Multi-access (MA) vs. SA]. Service requests can
also be independent of one another or be integrated at two levels. At the first level single events
which are related to or dependent on one another can be tied together to form a "macro” event.
At the second level events associated with multiple spacecraft can be tied together to form a
‘composite” event. The need for integration of the second type can be found in manned flight
when spacecraft / stations need to dock with one another; both spacecraft must have service at
the same tme. scheduling one without the other is not acceptable. At either level, the integrated
request must be treated as a whole, all parts of the request must be scheduled for the request to
be sausfied. The last type of service request identified provides the ability to.request a switch of
service from one TDRSS satellite 10 another in near real-time. This type of request would
provide the ability to maintain nearly continuous service for users with a continuous coverage
requirement in the event of a TDRSS related failure.

TYPE OF SCHEDULING: Three alternatives exist with respect to the way in which
scheduling 1s performed. A “static" approach would attempt to produce a schedule at some tme
in advance and maintain that schedule up to the start of the associated services. A "dynamic”
approach would perform little, if any, advance scheduling; requests would be allocated to
resources as they arrived. A fluid approach would develop the schedule in advance, but only
when necessary and only to the degree required at the time; the schedule would transition from a
totally fluid state, through a slushy (partally frozen, partially explicit) state, and finally to a fully
frozen condition.
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LENGTH OF ADVANCE SCHEDULING PERIOD: In the case of a statc or fluid
scheduling approach the length of the advance scheduling period could vary from hours to days
10 weeks. Moreover, the opamal length of this period could be different for different users.

SCHEDULING POLICY: Also in the case of a static or fluid scheduling approach
several different policies could be used to allocate resources to requests. Resources could be
Allocated 10 the most difficult requests first. Alternatively, the policy being followed today of
allocating resources to the highest priority requests could be followed. A variant to both of these
slternatives would be to pre-allocate resources to particular users. This would be particularly
helpful in the case of STS where the exact TDRSS schedule cannot be known until several hours
after launch.

HANDLING OF PRIORITIES: Priorities could be applied in several different ways.
One example is to request all partes in conflict to alter or drop their requests in conflict
regardless of their priority; prionity would only be used as a last resort to resolving contlicts.
Such a scheme could be implemented by establishing levels of "service importance” such as
normal, critical, and emergency.

HANDLING OF BLOCKED REQUESTS: Blocked requests can be handled in several
different ways. First, the request can simply be rejected without any further action. Second, the
scheduling system can attempt to find a near fit based on informataon contained in the request.
Third. the request can be placed in a service queue, to be satisfied when resources become
available. Finally, coordination with the userp payload operations control ceater (POCC) can be
initiated to find an acceptable new time. This coordination can be performed in cither a manual
voice mode, an automated computer to computer mode, or a combination of the two.

2.5 Functional Analysis

The primary objective of the functional analysis is to establish a baseline set of
capabilities for the Space Network and enable the formulation of architectural alternatives. To
define a structure useful for this work, the highest level (Level 1) SN functions are categorized
as Administrative, Operational, and Engineering functions. The [nternational Standard
Organization (ISO) Open Systems Interconnection (OSI) Management Framework (ISO 7498-4)
was used as a guideline to decompose the Operational level 1 functions. In partcular, these
functions relaing to management are a one-to-one correspondence to the OSI network
management functions.

In the decomposition used in this study, the level 2 functions generally describe the user's
view of requirements, i.e., services to be provided by SN. Figure 2.5-1 presents the SN level |
and 2 functions. The level 2 functions are decomposed further, such that the lowest level
functions (level 3 or 4) are simple subfunctions that can be performed by a single computadonal
or organizational entity. The lowest level functions are generally recognizable utlity or generic
capabilities and document the system analyst's view of requirements, i.e., functions provided by
SN. The driving factor in determining the depth of functional decomposition is the need to
analyze the alternatives and address the key issues. This decomposition used the applicable
ISO/OSI Management Framework to facilitate use of commercial off the shelf (COTS) products
by the SN. The complete functional decomposition used in this study is documented in Appendix
A.

The key issues to be addressed by this study pertain mosty to Operational functions.
Therefore, these functions were analyzed in greater detail compared to the Administrative and
Sustaining Engineering functions. The allocation of these functions to various SNC, User
Systems, Advanced TDRSS Ground Terminal (ATGT) and other service providers (such as
CDOS, NASCOM-IT) and its impact on architectural alternatives are discussed in Secdon 3.

The SN functions can also be broadly viewed in terms of communications functions and
control functions as shown in Figure 2.5-1. The communications functions are those that
directly provide the user services, e.g., delivery of bits, while the control functions are those
required to support the user services. The communications functons are implemented in the
Advanced TDRSS (ATDRSS), ATGT, and ground network (GN) assets while the contol
functions may be embedded in these communications assets or resident in external systems. The
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functions that are not embedded in the communications assets may

[. Administer SN . )
A. Co-ordinate Organizational Interfaces

B. Provide Technical Operations Direction
C. Manage Human Resources
D. Perform SN Fiscal Planning

II. Operate SN
A. Provide User Services
B. Manage Configuratnon (inciuding Resource Allocation)*
C. Manage Faults*
D. Manage Performance*
E. Manage Security*
F. Manage Accounting*

[d. Engineer SN
A. Inter-System Configuration Management
B. Simulate and Test SN
C. Maintain SN
D. Provide SN Training
E. SN User Liaison

* Open Systems [nterconnection Management Functions

Table 2.5-1: Level 1 and Level 2 Functional Decomposition

be further categorized as either intra-SN functions or inter-system functions. This leads to the
following functional categorization:

o subsystem functions - embedded in the communications assets,

o inra-SNC functions - not embedded in the communications assets and performing only
SN conrrol,

o inter-system control (ISC) functions - functons that involve the control and co-

ordinadon with systems external to the SN,
0 gateway functions - provide the interconnection with the international partners.

[n this study, the major focus is on the intra-SN functions that are not necessarily embedded in
the communications assets, and they are referred to as the SNC and ISC functions in the
following sections. While this is not strictly correct, it simplifies terminology by eliminating the
need for an additional acronym.
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3. Architectural Alternatives

In this section a set of architectural alternartives 1s formulated for Space Network Conwol
(SNQ). First, the overall approach to formulating alternatives is presented in Section 3.1. Since
resource allocarion is the primary area of interest. specific alternadves for this function are
presented in Section 3.2. Then a basic set of alternatives 1s presented in Section 3.3 in terms of:

o haseline architecture sirmular to the current system,

o paruttoning the SNC into real-ume and non-real-time subsvstems

o parniioning the SNC into classiried and unclassified alternanves.
Subalternauves are also tormulated in terms of integrating tunctions with Advanced TDRSS
Ground Termunal (ATGT) and performing the :inter-syvstem conwmol functions in a stand-alone
system or integrated with an external system such as NASCOM [T or Customer Data Operations
(CDOS). The tormulation of these alternatives involved a relative lengthy process and
supporuing matenial is provided in Appendix D. This supporting material includes a definition of
a control taxonomy. analysis of intra-system conwol functions, and an analysis of inter-system
conaol issues.

There are number of common functions. referred to as infrasoucture, that are needed for
support across ail of the alternatives. These tuncuons are presented in Section 3.4.

3.1 Approach

As a starung point, the SNC functions are parutioned into resource allocation and system
management tunctons. [n the SNC environment. a major driver is the resource allocadon, i.e.,
the algonthms for providing access to the communications assets, so the analysis focuses
ininaily on the resource allocation funcdon and then integrates the other management functions.

The approach for formulating these altermauves is summarized in Figure 3.1-1 and
consists of the following elements:

0 svstem ‘informaton interface ' for both users and operators

- manual-automation wadeoffs
- data input/output techniques

0 resource allocation of communications assets to users - these algorithms may be real-

time. preplanned. or hybnd.

o allocation of tunctions and data to phvsical entities

0 system management

< fault management,

- pertormance management,

+ configuration management,

+ accounting management, and

+ secunty management

0 definution of infrastructure requirements, such as communications, to support the
allocanon of functions and data.

The allocation of functions and data was iterauve. [t was done for an initial set of SNC resource
allocarion funcdons. As the system management functions were defined and allocated. this
process was repeated undl a satisfactory set of alternatves was formulated.

Specific alternatives were then formulated by taking various options for each of the
ibove elements. This could produce a relatively large number of alternatves, but not all
combinations practical or reasonable. Those that are not practical or reasonable will be
¢liminated from consideration. In formulating these alternatives, it was intended to facilitate the
use off-the-shelf components to the extent practical, such as security, communications, and
scheduling products.

To identfy new technologies and concepts for the SNC alternatives, the capabilities of
systems having simular resource allocaton requirements were surveyed. This systems included
the Department of Defense (DoD) Consolidated Space Operations Center (and other classified
sites) and commercial satellite and telecommunicanons carriers (COMSAT, INTELSAT, GTE
SpaceNet, AT&T).
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To idennfy additional systems with analogous requirements, the resource allocation
croblem was represented in a mathematical absaaction and an elecwonic literature search was
sonducted.  Based on this abswact formulation and the literature, a number of “abstact
analogues were idenafied. The results of this survey are presented in Appendix B.

A5 nart of the literature search. recent resource iallocation work to determine recent

<onmol. oceraung systems scheduling, telephone circuit assignments, mission sequencing, and
~mnzed Sucuit soard routing were considered.

3.2 Resource Allocation
321 Overview

[n this secuion the set of resource allocation algorithms that were considered in this study.
Jepicead wn Figure 3.2-1. are presented. As shown in the figure, the key elements of resource
s.ocauon are scheduling, access. and resources. To begin, two exmeme approaches were
rormuiatad for scheduling, pre-planned and demand access algorithms; these alternatives are
Jescmbed in terms of their purpose. functionality. and “information interface” in Sections 3.2.2
and 32,3 respecuvely. The pre-planned approach is analogous to the process currently
:mploved by the Network Conmol Center (NCC), but incorporates a number of enhancements
conceprualized during this study: it consists of two subalternatives. fixed and fluid scheduling.
The demand access approach allocates resources as needs occur and is the "telephone network
1pproacn to resource allocanon: it consists of two subalternatives, blocked and queued services.

Additional alternanves can be readily defined based on the length of the schedule period.
For examgle. 1 short term schedule of several hours duration may be kept to enable the resource
illocanion 0 be pertormed more efficiently. This approach is described in Section 3.2.4.

The second element of resource allocation addresses the dedication of resources to user
Zroups or tuncuons. For example. some resources may be dedicated to one user group while the
remaining resources are dedicated to another user group. This resource partition establishes
~utretworks within SN. Resource partitioning alternarives are discussed in Section 3.2.5.

Then the access element of resource allocation is addressed. A set of hybrid access
srernauves based on the charactenistics of the users. and raffic types are formulated. [n this
vanant different scheduling techniques may be used within the same resource partition. These
s.zmanves include schemes where:

0 some users may use demand access while others use pre-planned,

0 some watfic types (payload data) may use pre-planned access while other traffic tvpes

tspacecraft health and safety) may use demand access),
These alternatives are described in Section 3.2.6.
3.2.2 Pre-Planned
3.2.2.1 Purpose ,

The purpose of the pre-planned approach is to provide a means by which users of the SN
-an schedule services in advance and be assured that a subset of the requested services will, in
fact. be provided. This approach allows users to plan their requests far enough in advance that
the needed access to their satellites can be attained.

As shown in Figure 3.2.2-1, there is a radeoff between an "abstract scheduling cost” and
:1e ame at which resource assignments are frozen. Scheduling cost can be thought of as a
function of network utilization and the number of changes resulting from fixing the schedule at
some point in advance. If the schedule is fixed very near to the dme of service there is
insutficient ume to resolve conflicts and achieve maximal network udlizaton. In contrast if the
schedule is fixed too far in advance users will find it impossible to faithfully predict their use /
needs: an increased number of changes will be required to reflect their uldmate needs. By
tinding the best wadeoff berween these competing factors maximum SN Resources utilization
can be achieved with a minimum of effort. The pre-planned approach can also insure that
resources are allocated in proportion to the needs / priorities of the individual users.
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study; it consists of wo subalternatives, fixed and fluid scheduling. The demand access
approach allocates resources as needs occur and is the “telephone network” approach to resource
allocation; it consists of two subalternatives, blocked and queued services.

Pre-planned scheduling can be performed in two disunctly different ways. The first
Alternative is to view the schedule as a fluid entty which evolves over ume. and becomes more
and more fixed as a pardcular ume of service approaches. The second alternadve is to view the
schedule as an entity which is fixed at a point In time and maintained as an established enuty.
These alternatives are described below.

3.2.2.2 Fluid Scheduling Functionality

Fluid scheduling can be viewed as a dvnamic scheduling approach in which resources are
pre-allocated but only to the extent needed ii.e. not prior to the specified freeze point). This
parallels the concept of just-in-ume’ scheduling that is now being used in some job-shop
snvirenments. Thus. the state of the schedule can be viewed as evolving from liquid. through a
parually-frozen (slushy) phase. and eventually becoming totally frozen (at the "schedule freeze
point™).

Conflict resolution would occur to some extent in every phase; however, the sxact
meaning of conflict resoluuon would be different in different phases as would be the strategies
for resolving conflicts (see the secaon describing allocanon strategies below). The fluid nature
of this approach would be further enhanced by recognizing that Payload Operation Control
Canters (POCCs) varv in the amount of lead ume needed to prepare for an event and that certain
:vpes of requests need more lead time than others. This recognition would be provided by
1lowing the freeze point 1o be specified for each request.

3.2.2.2.1 Freeze Point

The primary premise of the fluid scheduling concept is the existence and locaton of the
Freeze Point. The Freeze Point represents the point in time prior to event inigation when
resources are reserved or frozen’ for use by a requester. In fact, in the current NCC operauons.
he Freeze Point is the time when the planning schedule becomes the active schedule. Once the
schedule has been frozen, users can sull request changes and addidonal services, but the
~esources allocated to scheduled events are not available.

The freeze point for the fluid scheduling concept would work as follows. Initially. a
request for service would be received by the SNC. The lead ume needed by the POCC to
prepare for a scheduled event would be contained in that request. This lead dme specifies the
“request freeze point”. Specifically, if the POCC specifies that it needs a slot on noon Tuesday.
but needs 96 hours to prepare for contact, then the request freeze point would be noon the
previous Friday. At that ume the resources become allocated to the requester with a 'degree of
Certainty’ (most likely a certainty less than 1). However, the allocaton could be nullified if a
higher prionty request was received that had an unresolvable conflict with the initial request. In
practice, POCCs would not be allowed to specify any freeze point they desired. Rather, four to
six optional freeze points could be selected from. This would accommodate two Or three classes
of POCCs each having two or three classes of requests. Dividing requests into classes would
1llow science oriented requests to be differennated from Health & Safety (H&S) onented
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requests, etc. Differennatdng requests by user and type of service may also be related to prioncy
and provide a mechanism for formalization of prionty by type of request.

The schedule freeze point then, is the point at which resources are allocated to0 requests
with absolute cerainty. After the schedule freeze point, changes and demand access requests
can szl e srocessed by the system. but conflicts will be resolved in favor of the frozen’ request.
Manual iatervention by the SNC operators would be required to override this default on a case
DV Case nasis.

3.2.2.2.2 Allocation Strategy

Another tacet of tluid scheduling is the concept of the allocation strategy. The allocation
strategy s the method used to assign specific umes to user requests. This is in addition to the
illocation policy’ which deterrmunes in whose favor conflicts are resolved when two requests can
not simuitaneously be sausfied. [n contrast. the allocation strategy proposes a method of
irtempung 10 generate an opumal schedule through the applicauon of one or muluple
algonthms. The allocation smrategy can significantly impact the User-System Interface, and thus
is discussed here.

Three possible allocadon swategies have been identified (others may exist as well) and
ire referred to as:

o Demand Leveling
-0 Window Pruning
o Constraint Relaxaton

The demand leveling strategy would provide a means to smooth out parts of the schedule in
which excessive demand existed. The SNC would evaluate all requests submitted and
determine, in an approximate manner, where excessive and minimal demand existed. The SNC
would then determine which requests could be moved from high demand to low demand parts of
the schedule. Demand leveling is based on swategies used by some printed circuit board routng
programs to even out the connection density prior to starting the routng operation.

With the Window Pruning swategy, the users would submit requests to the SNC
requesting service of a specified duration within a defined window. The SNC would lay out ail
of these requests and attempt to shift all the requests within their respective windows until all
could te saustied. Unsausfiable requests would be rejected and resources assigned to the rest.
The concern with this allocation swrategy is that the number of possible schedules that the SNC is
presented with increases exponentially with the number of submitted requests. This could affect
the processing power needed to generate efficient schedules in a short (i.e., hours) time frame.

With the Constraint Relaxation strategy, the users submit requests in the same fashion,
except they include an optimal time for service with each request. The SNC then attempts to
schedule the opumal time for each request. When conflicts between requests are initially
detected, the specified dme windows are used in an attempt to shift one or both of the requests.
[n this way, shifts can be done within localized areas, with local optimization replacing global
optimuzanion. This should reduce the processing power and time needed to allocate resources.
This approach is used by several advance planning systems (e.g. NOAH) for this reason.

[n reality, a combinaton of these three srategies could be used with a fluid schedule to
achieve near-optimal allocations with nominal processing power. Specifically, a combination of
a demand leveling and window pruning approach would be used during the liquid phase of the
schedule (in conjunction with the allocaton policy) to reject or shift some percentage of the
requests to less populated areas of the schedule. This would represent an attempt to achieve
global opumizatnon by spreading out the requests based on a gross level of scheduling
granularity. Upon entering the 'slushy’ phase of the schedule, a constraint relaxation approach
would be used to shift requests within their specified windows in order to assign specific
allocation times.
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3.2.2.3 Fixed Scheduling Functionality

In the case of fixed scheduling, the schedule would be produced at a preset time. All
requests would be submitted in advance of this ime or risk not obtaining the desired service.
Users would develop their requests independently, without knowing the amount of interest in
various ume pernods. Requests would be submirted in the same form described for fluid
scheduling except that the desired freeze point would not be required. Conflicts would be
resolved in one pass. to the degree possible, utilizing a constraint relaxation strategy. Shift
requests / responses / notices would be used to automate resolution of outstanding conflicts.
Potenuial rejection notices and stand-by requests could be used in the same manner described for
fluid scheduling. Further additions / changes to the resultng schedule would be accepted. to the
extent that they did not cause a conflict. unal shortly before the time of service.

3.2.2.4 Information Interface

The interfaces among the various organizations and elements would be designed and
managed to allow the associated sysiems (o interface in a fully automated fashion. These
interfaces would replace the voice coordinanon which occurs today. The informadon which
would need to be exchanged to achieve this goal is described below.

Requests for service made in conjuncton with a pre-planned scheduling concept must
indicate when service is desired and the type of service desired. An example of such schedule
requests is shown in Figure 3.2.2.4-1. Two tvpes of requests would be required. The first type.
window / fixed. would support all requests for specific times or time windows. The second type,
generic. would support requests from which the SNC would develop specific schedule
instantiations.

As shown in Figure 3.2.2.4-1 schedule requests would contain an indicadon of the
optimal time of service to support constraint relaxation. Schedule requests would also contain an
indication of desired freeze time. The schedule request would provide a means (0 indicate any
dependence on other pending requests. This would allow, among other things, the ability to
indicate that a window request must either precede or follow any generic requests which would
be expected to be scheduled in the same ume period or the ability to indicate the order that two
overlapping window requests must occur in. A single request could contain muldple linked
avents or event elements and could specify the inter-clement dependencies.

An example of the schedule which would be developed by a pre-planned scheduling
concept is shown in Figure 3.2.2.4-2. Itshould be noted that schedule detail records would exist
in two varieties, records corresponding to requests sdll in the planning stages, and records
corresponding to requests which have been “frozen” (placed in the actve schedule). The
schedule would not contain firm times for requests which were sdll in the planning stages.
Similarly, satellite assignments would not be entered for records belonging to requests in the
carly planning stages. As the request proceeds from stage to stage, the satellite informaton
becomes more specific, starting first as the generic satellite location (i.e. East) or even as a TBD
/in which case the scheduling system decides which satellite to use), proceeding to a specific
selnell'uc (i.e. East-1), and finally to a specific Single Access (SA) antenna or Multi-access (MA)
zlement.

Move requests and shift requests would contain a suggeston to change the tme of
service associated with a given request. Move requests and shift requests would be sent in order
resolve schedule conflicts. Move requests would suggest an entirely different dme for the
service. shift requests would suggest a ume only slightly different than the original request.
Move requests / shift requests would contain a "response needed by" field, and thus would
essentially eliminate what is done manually today.

A move response or shift response would be issued by the POCC systemn subsequent to
its evaluation of each move request and shift request, and could contain three types of
information. First, the response could indicate willingness to accept the suggestion. Second, the
response could indicate rejection of the suggestion and an indicaton of the reason for rejection.
Third, the response could indicate an  alternate -or modified  suggeston.

2
'
o0



TSHYWY I T HCEIHOS T LHNVYY Ty ¢y ndyg

N G + | UAWAY Y U 02 HYW 2 2

_ Uy 1 YN ! z
acapuadaq) uonesn( adA) sequnN sequiny
1sanbayy-enuy AMNIag ewsay 1sanbayy

(waisAs Aq paureias ‘Ajaannadal pasn) pi1odey 1senbey oueuen)

pIPmyIRg G162 77 279G OF U 6 asuapuadaq 13 010222 - I 02E06 1 g1
V/N V/N —— e — 12G1 0l _— JYN 02€06 L 0e
V/N VY/N "N 0L T 01 0¢v 08 I HYSH 1¥€06 1 09
uny 02-Bumono 4 Brmoro 4
premio § SINOKIG 2 + | UAWA] NN 02 g pug SOl wwO - aNZ SOV HVSS SYE06 € 66
premio § g LY LU ) W G2 U OLs LIUDWINT un G+ ¢ Judinay ] HVSS SYE06 Z 65
peAo 4 00 G2 9l 0l 0f 6€ 91 0£61 91 - NVISS SHE06 1 S
nys jo aun| nonrIng auny awny siawem g adA) keq BqunyN  JAqUINN
uondan(y ey wPIg velg EXIIETS ANAIAG yerg wawayy  1sanbay
WRITEIRTE P 1SR § 1sanre

(SIN730 TUSAT T3NR PATSIP-30U0 PAsT) pIoJay 15anbay PoXIJ/MOpUTAR

& 1sanbayy
VN MNAAY
skr() 9 20F06 M0)ag 3uoN MOPUIM 81 S
Q0
nnﬂa 9 51006 K1aa ) anuQ) AoN AUON 213U Z S
et /1506 v/N 0N 3uoN pext4 09 8
nnmz ! FOE06 VIN auoN 1S7M pax1§ 0c 8
ske() £, /106 vIN auoN 15° MOPUIM 65 €
Juauennbay auny arq M Inbayy anuapuadagy siuatyannbayy adAy aquiny al - amPIrS
JUAUIIINO7) HOISSNIANG  yorssiigne Woanary 1Isanbay 1oy ampeg 1Isanbay  1sanbay 15N
S o o i s —th
P1079Yy 1SAnbayy J19I1ISEW t
o
. 0
W_
e
&

CF PCOR QUALITY



DHEEIDS SHer ey INVX L AU

208 2% uiw 02 G1:G¥: 22 Gt 1-M HVYN 61206 2 GZsi-¢
208 Z¥ ul oL GlL:0¥:2¢ i I-M —_— JYN 61€06 ] GeGh-2
00s 01F J9S Oz U g GG 1€:22 € Y ———  4VN 0206 I 8l
F 208 GLT DJ9S 0L LW 6 12:G1:01 S 1-M —_— JYW 02€06 1 02
T T~ —
/.l\‘(l/'n
uoIiu0d BAIY
5 ISJ
2995 02 LW GF ww o1 01:0¥:80 aal aal ———  WvSH  |¥E06 ' 09
uw g¥ ww oz OE¥KEl  OE616! aal 1se3 ———  Hv¥sSS S¥t06 € mm
unw gi mu Gz OE6E9L  OEHZ9L aal 1se3 . WvSS  SYE06 ¢ o
v g¥ un 0f  O0E6Z9  OE6HI! agl 1se3 4vss  SYE06 '
Aureneoun uoneng  aunj awny w3 omeleg S'olewered edd} Aeq lequnyN JBQUINN
aun) uels vels feuualuy 8NIBS  aBS  peig  uewse|3 1sanbey
1sae 1sape3
uoniod Buluueld - SpIoday 11e1dQ 8INPaYdS
1Muod ON 3NPaYIS BAIRY MOPUIM 81 S
UCOON  ANPBUIS BAIDY  JUBUeY Z S
(uas 1sanbay pys | | Wwaway3 1wuoy € daig Huwuerd paxi4 09 8
1O1U00 ON 8|NPaYIS BAIDY poxtdy 0c 8
5 wawa3 1opuoy 2 dais buuerd MOPUIM 6S €
snieig smelg adA) 1BQUINN QI - dIMIeeS
1sanbay Hurssasoid 1sanbay 1sanbay 19%N

g1€06 = Aeguanng

PI023Y 3NPaYIS 191SeW

(48]



After finding a soluton to 2 conflict within a move / shift response or among severa]
move / shift responses a move nouce or shift nouce would be sent to inform users of move(s) /
shift(s) selected by the scheduling system.

[n addidon to the / shift requests described above an automated alternative to calling SNC
operator 0 find when requests could be saustied is needed. This could take several forms. One
such alternatve is a calendar showing those nme penods with available resources and those ume
ceriods duning which resources are not available (without indicatung who is using the resourcss
or why the resources were not available) could be sent from tme to time, or as requested :0
1s3ist users 1n choosing ume windows. Alemauvely, a resource status request / resource starus
response could be utlized to allow POCC systems to determune whether a ume penod they are
considenng has avalable resources of the tvpe needed or not.

Potenual rejection notices would be sent to wam users that their request will be rejected
unless other users change thetr requests. Potenual rejection nouces would be sent when attempts
:0 resolve conflict were not successtul. [Users could send stand-by requests indicaung theiur
willingness to accept the risk of not getting a pammcular ume penod, in the hope that schedule
<hanges would make the resource available.

3.2.2.5 Unclassified Schedule

If the schedule were to become unciassified, the way in which scheduling is performed
ind / or the information intertace could 2e sigmificantly changed. There are three primary
alternauves for performung scheduling with an unclassified schedule. These alternanves are
descnibed below.

The first altermative ts based on the GTE Spacenet booking system. In this concept users
would be able to call into the scheduling system and (nteract with the schedule. Users would be
able to see where the contlicts were but not who was responsible for the conflicts. Users would
be able to book any open ume without any further approvals or interacuons.

The second alternative would sall require users to submut requests which would ze
orocessed and accepted or rejected by the SNC. However, when conflicts occurred, users would
have the benefit of knowing which other users were requesting services for the nume penod of
:nterest and where openings existed in the schedule. Each user would have the option of moving
helr requests to an open slot and / or of contacting the other users requesting service for the
same iime penod and negotiating tor vanous ame slots.

The thurd alternative cames the second alternative a step further. Information about the
tume slots being planned and requested by each user would be shared electronicaily among the
users systems. In effect, each user would have the ability to maintain a composite schedule of
desured ume periods and / or nme periods to be requested. Users would have the ability :o0
negonate with each other electronically. [n practice, conflicts would be resolved among the user
community betore any requests would be submitted. Requests would merely formalize these
actions and allow the SNC to allocate resources. In some cases it might be necessary for the
SNC to decide who would be given service at a partcular time.

3.2.3 Demand Access
3.2.3.1 Purpose

The purpose of the demand access resource allocation approach is to allow users to
request system resources at the aome they are needed, as with the telephone system. Within this
approach there is no concept of a formal schedule; instead, users submit a request for network
access once they have made all the preparauons needed to contact the user satellite. The goal of
this approach Is 10 maximize real-ame access to the Space Network (SN) assets without the need
10 go through an extended and possibly iterative pre-planning cycle.

3.2.3.2 Functional Flow

In order to present the concepts of demand access, this subsection describes the flow of a
user request, as depicted in Figure 3.2.3-1. from its generaton at the user POCC, through the
resource allocatnon process and finally. through sansfaction or expiration.
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To efficiently utilize a demand access method of acquiring SN resources, the user POCC would
first make all preparations for contact with the user satellite. The POCC must assume that access
10 SN resources can be granted at virtually any ume with a2 low probability of rejecuon.
Specificallv. this means that all command loads and other data t0 be communicated with the user
«ateilite «would be produced by the POCC prior to requesting SN access. At the desired ume. :he
sser POCC would generate and issue a request for the needed SN resources. The resource
-zquest would tvpically include: the POCC/User Sateilites (USAT) id(s), the type of service
~eaded ' SA/MA), the direction of service (forward and/or return) the USAT interface parameters
2.2 ‘requency, encoding parameters. data rate, etc.), the latest possible contact ume. and an
ssumate of contact duration. It is expected that most of this data would be automatically
senerated and manually verified within the POCC before being mansmitted to the SNC.

The request is received by the SNC, where 1t 1s automatically validated and processed.
Validation 1s a two step process consisang of an iniual syntacuc validadon (values within legal
ranges) and a semantic validadon (USAT within view. interface parameters consistent. etc). [f
the request fails the validation process. it is returned to the user POCC with specific indicauons
Of why the request has been retumed. The information provided must be sufficient to allow the
user POCC o assess the nature of the problem, correct the error and re-submut the request. [t is
cossible. for simple errors. that munimal manual intervention would be required to fix the
probiem. More serious errors could inhibit request re-submussion and require more extensive
analvsis and replanning on the part of the POCC.

When a request passes the SNC validation phase. 1t is entered into the queue of pending
wervice requests. and the resource allocator nottied that a new request has armived. The resource
allocator scans the queue of requests and determunes which one(s) to service. This selection
crocess 1s pnmanly dniven by the specific resource allocation policy that is in effect at the rime.
Thus. request may be selected for service based on prionty, function to be performed, amount of
~eedad resources, projected duration of contact, or other derived information. The relanve
:mrportance of each of these factors may vary as a funcuon of time, or be dependent on other
2v2nts such as shutte launches.

“When the needed resources are available to satisfy the current request, they are

Sezments 0 inform them of the allocauon of the resources. Only when abnormal conditions
were detected would the SNC operators need o notfied and become involved in the resource
1locanon process. Otherwise, normal conditions would cause the various SN segments 0
orepare t0 make contact with the specified user satellite. Specifically, the necessary commands
vould be built and sent to the appropriate Data Relay Satellite to acquire contact with the user
sateiiite. Once 1nigal acquisigon, set-up and contact verificaton has successfully been
wcomplished. communicaton between the POCC and the user satellite commences, and
commands and data can be transterred for the duration of the contact. Downlinked data will be
routed (o the Data Processing Segment and/or to the user POCC for processing, as directed in the
onginal request. The Data Processing Segment will independently process the raw downlinked
Jara and ansfer the output to the user POCC in an acceptable form upon completion.

Contact terminaton under a demand access approach is handled the same as with the pre-
olanned approach. When the contact duration is reached, the POCC notifies the SNC that the
connecuon can be terminated. This information is relayed to the Space Communication Segment
so that contact can be relinquished and SN resources can be made available to service other
requests. A reply is then sent to the user POCC by the SNC signifying that the request has
successfully been completed and providing an account of the level of resource udlization that the
request required and the volume of data mansferred.

When sufficient resources are unavailable to satsfy a user request, two methods of
contlict resolution are possible. First, the request can be considered to be 'blocked’ and would be
immediately retuned to the requester with an indication of this rejection condition. Otherwise,
the request can be ‘queued’ with other validated but pending requests, assuming needed resources
will become available shortly. In this case, periodic feedback is automatcally provided to the
user POCC concemning the status of the pending request. This feedback will include, but is not
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limited to, the number of conflicing requests in the queue, and the probability that the request
can be satsfied within the specified time window. Note that because it is often dangerous to
terminate contact with a user satellite in an uncontrolled fashion, a lower priority request will not
automatically be pre-empted to service a newly arrived but higher priority request. However,
manual interaction and coordination by the SNC operator(s) may be used to provide this
capabulity in atypical situanons.

[n addition to status information, it is possible for the SNC to inform the user POCC
whether minor modifications to a submitted request would improve its chances for being
serviced. For example, the SNC may determine that a request can be serviced if the conract
duration 1s reduced by 5 minutes, or if a MA service is used instead of SA. In this case. the user
POCC has the opton of leaving the request unaltered, making the suggested changes. or
withdrawing the request.

Due 10 peaks in network demand, it is possible that some requests may not be serviced
within the specified time frame. Eventually, the request will expire (pass the specified connect
ime window) and will be returned to the user POCC unserviced. The user POCC can assess this
situarion, take appropriate action, and issue an updated request. In the worst case, this means that
the POCC will need to regenerate command loads for the next feasible contact with the user
spacecraft (hours to days later for complex. time sensitive command loads).

3.2.3.3 Information Interface

The information interface required to support a demand access resource allocadon
approach is simpler than that needed to support the preplanned approach. The difference is that
demand access does not require an initial time of contact to be provided in any form (it is
assumed 10 be the time of request submission). The latest contact time and expected duration of
the request is still needed to support the queueing of initally blocked requests.

Shift requests and related notices are also used by the demand access approach. However.
since queued requests are not supported in the scheduled approach, additonal interacton
between the SNC and the user POCC is required to report their status.

3.2.4 Short-Term Scheduling
3.2.4.1 Purpose

The purpose of the short-term scheduling resource allocation approach is to provide
quick (but not immediate) access to SN resources in an attempt 10 simultaneously maximize
satisfaction of user requests and minimize the number of schedule changes that are needed. The
short-term scheduling approach is based on the allocation of resources in a real-time fashion
through the periodic creation and distribution of a short term (2 to 6 hour) schedule. The goal of
this approach is to provide the users with a familiar, but more timely mode of operation for the
allocation of SN assets.

3.2.4.2 Functional Flow

This subsection discusses the flow of a user request from its generation at the user POCC
:hrough the scheduling process.

The short-term scheduling approach provides the user a capability between a pre-planned
and demand access system. Specifically, it allows the user POCC to request SN resources a short
ume (approximately 2 to 6 hours) prior to the time of need. This reduces the overall planning
cycle. but provides limited time to prepare for contact with the user satellite.

Under the short-term scheduling approach, the user POCC will create a request for
service and send it to the SNC as discussed in Section 3.2.2, Pre-planned. When the request
arrives at the SNC, it is validated and placed in the queue of requests to be scheduled. The
requests are then prioritized, based on the scheduling policy, the specified event start dme. and
resource availability. The highest priority entry is removed from the queue and merged into the
evolving schedule.

When the user request is successfully scheduled, the requester is so notified. The
notification will include the start time of the scheduled event, its duraton, and other related
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information. The user POCC can then complete preparations for contact with the user satellite.
Because of the short nime frame. it is likely that portions of the preparatons may have already
~een done. At the scheduled time, communications between the user POCC and satellite will he
2stablished. The duranon of the contact will be as specified in the original event request.

When a user request can not be saastied because of insufficient resources. the user s 5o
noufied. [n :his case, the SNC will include with the returned status, a set of possible time shifts
‘nat would increase the probability of successtul event scheduling. As previously discussed. 1t is
then up o the user POCC to assess. modify and re-subrmut the request to the SNC. If the request
zan not be shitted. then artempts will be made to shift (or reschedule) the blocking events when
they are of lower priority. As much of this process as possible will be automated, only involving
the SNC operators and the POCC users wnen automated methods fail to resoive the conrtlict.
This processing and interaction may contnue over several cycles.

3.2.4.3 Information [nterface

The information interface needed by the short-term scheduling approach is neariy
idenncal with that specified for the pre-planned approach in Section 3.2.2 of this report. The onlv
difference is that the ume between subrmussion of a request and the contact time is shorter.

.5 Resource Partitioning
.5.1 Purpose

The SN will provide service to a diverse set of users having widely different
requirements.  The purpose of resource parttioning is to isolate the effects of these diverse
users.

2
2

3.2.5.2 Functionality

In the Resource Parntioning techniques. Advanced Tracking and Delay Relay Satellite
System (ATDRSS) assets are dedicated for specific purposes. Within a partition any of the
ibove scheduling techniques could be uulized. and different scheduling techniques could be
atilized for each parttion.

There are a broad range of resource partitioning alternatives to consider. For example.
the MA and SA resources could be partitioned among user groups. In this partidon two user
Zroup could be identfied, A and B. and assigned a set of MA and SA resources. Thus, when
attempting to obtain ATDRSS support, the two groups would contend for resources only among
themselves and not compete with each other. One way to identify user groups is by activity, e.g..
manned and unmanned space flight. [n this partition, dedicated Single Access Forward (SAF)
and Single Access Retum (SAR) channels may be dedicated to shuttle on an east Tracking and
Data Relay System (TDRSS) and west TDRSS.

There are a number of variants to this technique to consider. First, the partitions may be
‘ime vanant analogous to the tme of day routing performed by the telephone network. For
example, pnme ame and non-prime time partitions may be defined.

Second, the parutions could share resource on an “as available” basis. In this case, pre-
planned access would be used for scheduling both partitions such that no user outside of the
designated group would be allowed to schedule support on the dedicated assets. However.
demand access for users outside of the user group may be allowed; this is referred to as
“spillover”. For example, if a user outside the user group submits a demand access request but 1s
blocked on his own assets, service (if available) may be provided on the assets of another user
group. Resource parttioning is typically thought of in terms of scheduling, but it also applies to0
a proven demand access approach. However, in this case no "spillover" would be allowed,
otherwise the resources would not be partitioned.

The ramificatons of this alternative are very broad and affect the ground systems
architecture. For example, the implementation of the resource allocation function may also be
partitioned by establishing separate SNC subsystems corresponding to the partiions. These
resource allocanon subsystems could operate as independent subsystems. However, if
‘spillover” were permitted or if they were serving as backup for each other in case of failure,
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they would have (0 communicate and would not be independent. Various SNC alternanves
based on this concept are discussed in Section 3.6

3.2.5.3 Information Interface

When resources are partitioned. each set of resources will have its own scheduling
algorithm. The functional flow and information interface will be very similar to that as if the
technique were being applied globally across all resources. Thus. these issues are not discussed
in this secuon.

3.2.6 Hybrid Access
3.2.6.1 Purpose

The purpose of the hybrid access resource allocation approach is to provide the capability
10 simultaneously support a combinaton of scheduled and demand access requests. This 1s
similar to the air maffic contmrol environment where smail aircraft must be granted a landing slot
outside of the scheduled runway usage by commercial flights. This approach is predicated on the
belief that there is a dichotomy of request types generated by the user POCC:s. Specifically, some
subset of requests need extended planning periods with a known interval of contact. while others
do not. Hence. the goal of this approach is 1o suppont both types of requests in a manner that
provides for optimal utilization of the SN assets.

3.2.6.2 Functional Flow

This subsection discusses the flow of user requests from its generation at the user POCC,
through the scheduling and/or resource allocation process and finally, through sausfacuon or
expiration.

When the user POCC prepares a request for service, a decision must be made concerning
whether this request is to be scheduled or handled via demand access. If the requested contact
will take an extended period of time to prepare for. or is time sensitive, then the user POCC
would construct a schedule request. Examples of functions that need to be scheduled include the
building of extensive command uploads for complex activities or preparing to accept real-ume
3ara from a satellite that has no tape recorder. In these cases. the schedule request need only
specify: the POCC/USAT id(s), the type(s) of service needed (SA/MA), and the acceptable
~onstraints on the time of contact with the user satellite. The USAT interface parameters are not
needed unul just before actual contact with the satellite.

If the requested contact is not ume sensive, then a demand access request can be
constructed by the user POCC. The demand access request would be used to make contact with
:he user satellite for health and safety reasons, or for other short term contacts. In this case, the
request must specify all the needed satellite contact information including interface parameters
‘e.g. frequency, encoding parameters, data rate, etc.).

The request is received by the SNC, where it is validated and processed, as discussed in
Section 3.2.3. Once validated, a request to be scheduled is placed in the queue to be scheduled.
Because of the mixture of schedulable and demand access capability, the schedule maintained by
the SNC defines two distinct periods: the scheduling period and the active period. The
scheduling period is that period of time where incoming requests are integrated into the evolving
SNC schedule with some degree of certainty. At the boundary berween the scheduling and acuve
periods, the schedule becomes 'frozen’ and all scheduled requests are finalized. Demand access
requests are accepted to fill in any unallocated spaces in the actve schedule.

The processing of demand access requests is similar to that defined in Secdon 3.2.3,
Demand Access. The difference is related to the fact that scheduled requests will have already
been assigned resources within specified tme slots. The resource allocator that processes
demand access requests must therefore fit them into the remaining open slots. Movement of the
scheduled requests to accommodate a derand access request would be limited and might only be
accomplished through manual intervengon. Once a demand access request is successfully
scheduled. a confirmation message is returned to the user POCC acknowledging the status of the

3-16



request. The handling of unschedulable requests or expired demand access requests is the same
discussed in Secuons 3.2.2 and 3.2.3.

Prior to the start of a scheduled event, the user POCC would be queried by the Space
Communications Segment (or the SNC on its behalf) to provide the necessarv intertace
aaramerars. This action serves 10 confirm the communication path with the user POCC as well 1s
“mit the .nformaton that the SNC must maintain for each scheduled request.

3.2.6.3 Information Interface _ ' _ _
T=e :nrormauon ntertace for the hybnd access allocanon approach is a combination of
ne schedulad and demand access interfaces specified in Sections 3.2.2 and 3.2.3 respectivelv

3.3 Architectural Alternatives
3.3.1 Overview

This section formulates a set of architectural alternaaves for the SNC and [nter-svsiem
Conrmol +ISCh svstemis). As the foundauon for this formulauon, Appendix D documents .
control taxonomy and funcuonal atlocation analysis tor SN. As defined in the appendix. the six
ispects of the conool raxonomy are:

0 Funcuons of conmol.

0 Elements of conrrol,

2 Data Processing modes.

o Decision-making modes,

0 Redundancy of conmrol enuties, and

0 Locauon of control entities.

This study used the [SO/Open Systems I[nterconnection (OSI) framework for “functions of
contol” for the level 2 functional decomposition of SN operational control requirements. as
Jdocumented 1n Appendix A. The lower level funcrions (level 3 and below) are further
Jecomposed in terms of the ‘clements of control” - monitoring, data processing and decision
making.

The runcuons of control have been defined in terms of the OSI Management functions
ird then allocated to the four control entities described earlier in Section 2.5:

O subsystem conwol,

o inra-SN conwol,

O inter-svstem conmol

O gateway.

Table 3.3-1 provides a high-level summary of the level 2 and level 3 functional allocation. with
the SNC funcuonality discussed further in Section 3.3.2.

This section synthesizes the informadon in Appendix D, to formulate architectural
aitermanves and addresses the redundancy and locadon aspects of the taxonomy. The set of
proposal architectural alternatives is shown in Figure 3.3-1. The primary architectural factors
that disuinguish these alternatives are the different partitioning approaches for the system
runctions and databases. The three alternatives are:

o integrated

¢ Real-time vs non real-time partitions

o Classified vs unclassified parttions.

Vanants of these alternadves can be defined based on the level of integration into external
svstems. The specific variants considered are integration of the ISC; and the real-time ina-SNC
funcuions. Other factors of the architectural alternatives, addressed in describing the alternatives
are the location and redundancy of the components.

Although a large number of candidate architectures can be formulated using different
combinauons of these architectural elements, four representative architectural alternatves have
been selected that provide a basis for discussion of ade-offs in Section 4. These altematives are
not intended to be an exhaustve list of possible and practical architectures, but all four are
capable of performing all SNC/ISC functions. These architectural alternatives are discussed in
Sections 3.3.3 through 3.3.7.
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3.3.2 SNC/ISC Functionality o
As discused in Appendix D. some conmol functions are more effectve if performed 5v

the subsvstems, while others must be performed by a central control entity (SNC for the SN
svstem and [SC for the "System of Systems ™). Centralization of control functions is desirable for:
o functions dealing with end-to-end management, and
0 tuncuons that require arbitration among peers.

SNC/ISC Functions

B. Manage Contiguration
l. Maintain SN resource allocation Rules Database
2. Mainuain Planned Resource Availabiiity Database
3. Maintain Preplanned Service Request and Scheduled Service Event Databases

4. Manage On-demand Service Request

C. Manage Faults
3. Manage [nter-svstem Faults

D. Manage Performance
3 Monutor end-to-end real-tume performance

E. Manage Secunty
1. Manage SN Secunty
3. Manage inter-system security

F. Manage Accounting
l. Maintain SN Rate Database
2. Maintain and report SN resource utilization
3. Report end-to-end Resource U'tilization

[talics denote inter-svstem control and co-ordination funcrions

Table 3.3-1

For the Natdonal Aeronaudcs and Space Administration (NASA) “System of systems .
cenmalizadon of control functions occurs at multiple levels leading to a hierarchical control
svstemn. At the highest level, the ISC system provides conmol/coordinatdon among the various
autonomous systems (such as the SN, CDOS and NASCOM). The ISC system depends on the
svstern managers (such as the SNC for SN) to provide the necessary management information o
support the system specific control funcdons. Thus the system managers perform the dual roles
of a manager of their own systems and agents for the ISC system.

The hierarchy of control continues within each system. For example, the SN consists of
(at least) six autonomous subsystems that provide user services - two Advanced TDRSS Ground
Terminals, three Ground Network (GN) subsystems and the gateway for international partners.
Each SN subsystem will be contmolled by its own subsystern manager [e.g. ATGT TDRS
Operations Control Center (TOCCs)], which will also act as the agent for the SNC system. The
tfocus of this study is the [SC and the intra-system
contol for the SN only, i.e., SNC. These control functions are summarized in Table 3.3-1.
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3.3.2.1 Peer-to-peer Management Approach

The peer-to-peer approach. applied to the NASA "System of Systems”, will require the
system managers for the autonomous systems to work cooperatively with other system managers
for services across system boundaries. With this approach, there is no need for a separate ISC
svstern. All data collection (monitoring) is performed by the individual system managers. The
neer managers interact with each other as equals for all decision making and all decisions require
agreement ‘concurrence) between (among) two (or more) peers. If agreement is not reached,
peer-to-peer acuviues cannot be performed, and may result in lack of acceptable end-to-end
services (1.¢. services requiring use of multiple svstems). The primary defect of this approach 1s
that no one system has the complete picture of the end-to-end performance of the network. This
signiricantlv complicates fault isolation.

Second. the lack of determunistic procedures to assure end-to-end service is unacceptable
for the NASA "System of Systems ™. The net result of such an approach is that the User System
Managers in effect become the de facto inter-system coordinators for their own service events.
since ulumately they are responsible for the success of their project. This may lead to each user
svstem !mplementing its own ad-hoc inter-system conmol procedures and mechanisms at a
significantly higher cost.

Peer-to-peer management approach 1s very effective for the operation of OSI layers 1-3.
The laver operation protocols include well defined control informarion and procedures to resolve
control interacuons. Some exampies of control information in layer protocols are:

o packet sequence [Ds (fault and accounting management),

o error detection Cyclic Redundancy Cycle (CRC)/correction codes (fault management),

o tlow conwol information (performance management), and

0 ame stamps (performance management).

At this time tand the foreseeable future), determunistic peer-to-peer layer management protocols
do not exist for higher layers. In fact the ISO/OSI standard organization favors system
management approach over layer management approach. [SO 7498-4, section 6.2.2 states - "(N)-
-dyer management protocols should only be used where special requirements dictate that system
management protocols are inappropniate or when systems management protocols are not
available. ... This standard does not require the development of (N)-layer management protocols
tor 2ach of the seven layers.”

3.3.2.2 Managed Objects and MIBs

The control functons listed in Table 3.3-1 were defined within the ISO/OSI Management
Framework, as specified in ISO/IEC 7498-4. The interface between a manager and its agents
uses the encapsulation principle. The agents maintain Management Information Bases (MIBs),
which are a set of well defined managed objects. The agent functions are then defined as
alterations or inspections of the "Managed Objects”. Imperative command cannot be issued 10
an agent.

The "Managed Object” approach allows the monitoring of a system state at any level of
detail (depending on the MIB definition) by polling for appropriate informaton. A limited
aumber of unsolicited messages (traps) control the timing and focus of the polling. The goal is
intertace simplicity and minimizadon of the management raffic.

The alteranon functons can be used by a Manager 1o control the system state to any level
of detail. The exclusion of imperadve commands is not as limiting as it may seem at first, since
an imperative command can be realized by setting a parameter value that triggers an action. An
exreme example would be setting a parameter indicating the number of seconds untl system
reboot. The MIB concept allows for standard MIBs [defined by various national and
international standard organizations, such as [SO, Consuldve Commirttee for International
Telegraph & Telephone (CCITT), Consultve Committee for Space Data Systems (CCSDS)], as
well as, experimental and private (enterprise) MIBs.

Figure 3.3-2 provides a logical view of the reladonship between the ISC and system
managers. As shown in the figure and discussed in Appendix D, some contol functions can be
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potentially realized by using peer-to-peer layer management approach, and does not use the
system managers and agents. [nstead. it 1s accomplished by direct exchange of control
information between peer layer entities.

3.3.2.3 Example MIB

An zxample MIB is shown in Table 3.3-2. This was exmacted from the [ntemet RFC
1133, Secaon 3.2, the Interface Group. A MIB similar to this may be defined for the intertaces
between various autonomous systems. Examples include interfaces between:

0 NASCOM [I Gateway and a User System,

0 NASCOM I Gateway and CDOS/Data Delivery Service (DDS),

0 NASCOM II Gateway and SN/Data [nterface System (DIS),

0 SN/DIS and CDOS/SN interface function (SNIF)

The objects in the example MIB illustrate the concept of reporting by exception. For example.
the ifInDiscards object is used to collect information pertaining to buffer bottienecks. The
manager can set a map, such that the agent will send a message whenever the ifInDiscards
exceeds N,

The objects in the example MIB also ulustrate the concept of end-to-end fault
management. that cannot be pertormed by individual system managers. For example, the ISC
Manager can compare the ifInOctets and ifOutOctets reported by two systems communicating
with each other (such as CDOS/Communication [nterface Functions (CIF) and NASCOM
Gateway). A mismatch of two numbers would indicate a possible fault event. The [SC Manager
can then advise the affected ISC agents, query for additional information and initiate diagnostics
actions to detect, isolate, and correct the fault.

3.3.3 Architecture 1 - Current approach

This architecture (Figure 3.3.-3) is similar to the Second TDRSS Ground Terminal
tSTGT) architecture and was selected for this reason. Today, the SNC functions are partitioned
between the NCC at Goddard Space Flight Center (GSFC) and the NASA Ground Terminai
(NGT) at White Sands Complex (WSC). The NCC is responsible for scheduling SN (TDRSS
and GN), Sensor Data Processing Facility (SDPF) and NASCOM services, 1.e. end-to-end
services. The inter-system control functions are mostly performed manually, while the inca-SN
control functions are generally automated. In the STGT era, the ground terminal will be a highly
redundant and automated system responsible for performing inaa-SN control functions only,
e.g., an SN end-to-end connectivity test at the beginning of each service event.

Architecture | centralizes all SNC and ISC functions in a redundant classified system in
one location (possibly one building) and is independent of the system location. It can be located
at WSC or GSFC. The impact of location is pnmarily in the area of communication costs (see
Appendix F) and facilities costs. If the selected location were to shut down due to a catastrophic
event (a severe snowstorm, fire, earthquake etc.). the control system could not continue to
operate and the ATGT would provide limited functonality back-up. This can be a significant
limitadon, since the current STGT design does not to provide for back-up operation over an
zxtended period (several days/weeks/months) of time.

These messages and mechanisms are generally used for fault and performance monitoring. The
tracer messages can originate either at the user spacecraft (for future spacecrafts where such
capability can be implemented) or at the ATGT for the space-ground return links, with the user
system as destination address. Similarly, for the ground-space forward links, these messages can
originate at the User System NASCOM II gateways with either the ATGT or the user spacecraft
as the destination address. The tracer messages are time stamped by the end systems, as well as
intermediate systems (i.e. CDOS and NASCOM gateways) and generally collected by the
onginating system.
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OBJECT Name Object Definition

I\ umber The number of network interfaces ( regardless of their current state)
on which this svstem can send/receive Internet Protocol ([P}
datagrams.

iTable A list of interface entries. The number of enties is given by the
value of ifNumber.

JEnmy An interface enmy containing objects at the subnetwork laver and
below for a parucular interface.

itType The twvpe of interface, distinguished according to e

physical/link/network protocol(s) immediately “below [P in the
protocol stack.

MTU The size of the largest [P datagram which can be sent/received on
the interface. specified in octets.
1fSpeed An estimate of the interface’s current bandwidth in bits per second.

For interfaces which do not vary in bandwidth or for those where
no accurate estimation can be made, this object should contain the
nominal bandwidth.

1fPhysAddress The interface's address at the protocol layer immediately “below”
[P in the protocol stack.

1fAdminStatus The desired state of the interface (up, down or testing, i.€.. NO
operational packets can be passed).

1fOperStatus The current operational state of the interface.

ifLastChange The value of sysUpTime at the tme the interface entered its
current operational state.

1fInOctets The total number of octets received on the interface, including
framing characters.

ifInUcastPkts The number of (subnet) unicast packets delivered to a higher-level
protocol.

InNUcastPkis The number of non-unicast packets delivered to a higher-laver
protocol.

ifInDiscards The number of inbound packets which were chosen 10 be discarded

even though no errors had been detected to prevent their delivery
t0 higher-layer protocol. For example, packets discarded to free up
buffer space.

Note: The example does not show the object syntax. access and status informauon.

Table 3.3-2 Example [nterface MIB

The originating systerm computes the ransit delays and monitors the running average
‘over a certain period). If it detects excessive ansit delays {[compared with agreed to Quality of
Service (QOS) thresholds], it sends a request for corrective actons to the ISC system, which
analyzes the information (and possibly collects addidonal measurements) to determine the
offending system. It then sends a request for correctve action to the offending system and
advises other systems as a precautionary measure. Often, the offending system has its own
performance/fault monitoring mechanisms, and it may have already detected the problem.



3.3.4 Real-Time vs Non Real-Time Functions

The functions listed in Table 3.3-1 can be partitioned according to their time criticality.
Table 3.3-3 shows the real-ime and non real-time partitions for the SNC/ISC functions. Some
funcsions. such as "Maintain SN resource allocation Rules Database (functdon [I.B.1) are not
ime crincal, i.e. do not require real-time or near real-ume processing. Other functions. such as
\onitor 2nd-to-end real-time performance (function [1.D.3)" are ame crtical. The data
coilecuion and processing must be performed in real-ume. while the decision-making and
lirecuion correciive actions) must be performed in near real-ume.

Tre Monutor end-to-end real-time performance” function is an example of a real-nme
functton rhat provides continuous monitoring and exception event reporting. It monitors the
‘ransit delav using “tracer messages” throughout the duration of each service event. The term

tracer message’ is used as a conceptual generalization of a vanety of protocol specific
mechanisms for measunng ransit delays. Some example are:

o TCP/TP PING (Packet [ntermet Gropen),

o TCP/IP timestamp request message, and

0 X.400 Probes.

Real-ume systems tend to be complex and expensive to develop, deploy. and operate. In
2ddition. the real-time conwol functions require higher availability, generally achieved by 2
redundant architecture. This study postulates that the real-time and non reai-time functions will
be implemented on separate systems communicating with each other over a Local Area Network
'LAN) «if the two svstems are collocated) or over a Wide Area Network (WAN) (if the two
svstems are not collocated). Implementing the SNC/ISC system in this manner will lower
Jevelopment. deplovment and operating Costs.

The architectural issue to be addressed is collocation (or not) of the real-time and non
real-ume conmol systems. Architecture | (current approach) collocates the two systems at GSFC,
Architecture 2 (Figure 3.3-4) locates the real-ume SNC/ISC system at WSC and a non redundant
aon real-ume conwol system at GSFC. Appendix F provides a dataflow analysis for time critical
and non ume cntical messages sent or received by the SNC/ISC systems. It shows that
communication costs will be somewhat lower if the real-time contol system is located at WSC.

Architecture 2 centralizes all real-ume SNC/ISC functions in a redundant classitied
svsiem at WSC. All non real-time SNC/ISC functions are centralized in a non redundant system
1t GSFC. Thus it is similar to the current architecture, in terms of lack of location redundancy
aath one significant difference. The real-time SNC/ISC system is at WSC and the redundancy of
“his svstem will be as good as the redundancy of the ATGT subsystem. If the ATGT complex is
shut down due to a catastrophic event, there is very little left to control in real-time.

The STGT can provide an existing robust real-time- platform for implementng the real-
ime control functions. Therefore, the real-time control system can be a standalone system
tFigure 3.3.-4) or it can be integrated with ATGT (i.e., upgrade the STGT to an integrated ATGT
bv adding the real-time SNC and/or ISC functions to it). The pros and cons of the later approach
are discussed in Section 3.3.7.

A non-redundant system is postulated for the non real-time system at GSFC assuming
rhat the svstem can be repaired in a short (1-2 hours) time period. During this period, preplanned
service scheduling will be suspended. If this tums out to be unacceptable, the non real-time
svstem ¢an be made redundant to increase availability.

3.3.5 Classified vs Unclassified Subsystems

The partitioned architecture is based on the premise that it is possible to partition the SN
resources and services such that the schedule for a subset of SN resources can be unclassified.
The rationale for suggesting this partdoning includes reduced schedule negotiations between
SNC and users and lower costs. The control system for the classified subnet can be located
within the ATGT classified facility while the control system(s) for unclassified systems can be
located anywhere.



Architecture 3 (Figure 3.3-5) centalizes all SNC and ISC funcdons in two separate.
redundant control systems - SNCA at WSC and SNCB at GSFC. The SNCA system is located
within the classified facilides at WSC. The SNCB will be a unclassified system that can be

located anywhere.

Real-time SNC/ISC Functions

B. Manage Configuragon
4. Manage On-demand Service Requests

C. Manage Faults
4. Manage Inter-sysiem Faults

D. Manage Performance
3 Monitor end-to-end real-ume performance (except long-term trend
analysis:planning inpul)

Non real-time SNC/ISC Functions

B. Manage Configurauon
1. Maintain Rules Database
> Maintain Planned Resource Availability Database
3. Maintain Preplanned Service Request Database and Scheduled Service
Event Database

D. Manage Performance
3.¢).(1)long-term trend analysis
3.e, sendlong-term planning inputio Tech Ops

E. Manage Security
1. Manage SN Secunity
3. Manage inter-system securiry

F. Manage Accounting
1. Maintain SN Rate Database
2. Maintain and report SN resource utilizauon
3. Report end-to-end Resource Utilization

Italics denote inter-system control and co-ordination functions

Table 3.3-3

Both SNCA and SNCB perform all control funcnions listed in Table 3.3-1, albeit for a
different set of SN resources and different set of external systems. There is limited coordination
between SNCA and SNCB to resolve control of resources [such as DOD Lead Ranges (LRs) and
GN] common to both subnets.
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This architecture provides limited location redundancy, wn addition to conwol system
redundancy for SNCA and SNCB. If the SNCB fails. subnet A can be reconfigured to include all
or part of subnet B resources. SNCA can then operate as a full functionality backup SNC for the
«uanret B users. The reverse is not true, ie.. if SNCA fails. SNCB cannot take over subnet A
conmol. since SNCB is unclassified. This is not a significant limitauon, since complete failure of
SNCA tlocated at WSO) is likely to occur in conjunction with complete failure of ATGT.

[f :he subnet partitioning is implemented. the [SC/SNCA can be integrated into ATGT.
T*e oros and cons of such an integranon are discussed in Section 3.3.7.

3.3.6 Standalone ISC Systems

The current NCC at the GSFC performs all inma-SN and inter-system contol functions
Jsing some automated tools for inwa-SN conwol and pnmanly manual procedures for inter-
svstem conwols. The kev concept for ISC is monitor by exception. [n this concept there 1s an
operator assigned to everv contact to ensure the quality of service provided by the SN 15
maintaned at its high levels. However. the operator will be supporting muitiple contacts
concurrently. [n order to do this. the operator must be supported with tools to:

O generate alerts such that problems can be addressed in a imely fashion,

o display the "big picture” of system status on demand.

This requires automation to collect the status data, process it. and generate user displays. For
2xample. screens displaying a color coded fault diagnostic tree, as seen at the Naval Blossom
Point Ground Station. would be very useful presentation formats enabling the operator to grasp
the big picture quickly.

Many commercial networks use the concept of management of monitoring by excepton.
A rypical system for a large corporation has one (or more) networks at each locaton. Each
network is an autonomous entity with its own network manager. These network are connected
together by one (or more) long-haul backbone networks to form an enterprise system. The
znterprise network control center(s) respond to excepton reports, manage inter-system securnty
and collect coporate-wide utilization informanon.

Functionaily. the inter-system conmol/coordinauon (ISC) functions are independent ot
:he :nra-SN conwol funcdons and need not be performed by the same contol system. The [SC
funcuons can be pertormed by an autonomous system, which is separate from and independent
of all other "systems” in the "System of Systems”. Thus, the primary architectural alternatives
ire to contunue with the current approach, Architecture 1, or utilize a standalone [SC,
Architecture 4, as shown in Figure 3.3-6.

A standalone [SC system can be located anywhere and will normmally communicate with
the systems via NASCOM. If the level of redundancy (alternate routes) provided by NASCOM
[l does not meet the availability objectives, it could have its own back-up communication links
for exchanging conwmol information with the other systems, e.g., the public switched telephone
network. As shown in Figure 3.3-6, the standalone [SC system can be implemented as a dual
.ocarion redundant system (e.g. GSFC and WSO). If operating cost constraints do not allow a
two locanon approach, the architecture can be modified to a one locaton redundant ISC system.

One of the soong atmibutes of this architecture is that it will not be dependent on or
coupled to the design or development cycle of the systems to be controlled. Therefore, the
standalone [SC system offers the maximum tlexibility (ability to adapt the system to new user
requirements and/or unantcipated modes of operatons) and expandability (ability to
iccommodate increased workload).

The deployment cost of a standalone ISC system is estimated to be small compared to its
development and operating costs. A standalone ISC can be implemented using SPARC 400 class
workstations. The number of such workstations at an [nter-System Control Center (ISCC) will
depend on the number of operators needed during peak traffic periods. This number is estimated
to be considerably less than the number of operator consoles in the current NCC, since the
proposed [SCC will be based on a monitor by excepton concept. In this approach, operators will
respond to exception reports provided by an automated process that is continually monitoring
and, analyzing status and providing progress reports.
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3.3.7 Integrated with SNC

Historically the NCC has been (and continues to be) responsible for resolving all inter-
svstem interfaces. In addidon, the SN is the primary "Space End System” and all space-ground
information flows through it except during contingency services provided by Deep Space
Network (DSN)YDOD LRs and internagonal partners (European Space Agency (ESA) and
Japanese Space Agency (NASDA)]. Therefore. a case can be made for the SN (o be considered
15 more ¢qual among equals. Other service providers (such as CDOS, NASCOM) exst 0
process or ransport data in support of the SN services.

Integranng the SNC and [SC in an “Integrated SNC" may lower deployment and
operational costs. At the same time. the coupling between SNC and [SC may bias the Integrated
SNC" in favor of the SN. This tends to limit the system flexibility and expandability.

3.3.7.1 Integrated Inter-system Control Architectures

As an alternanive to the standalone [SC alternanve, the [SC functions may be wntegrated
into other systems. The [SC alternatives addressed in this section are:

o [ntegrate with SNC (Architecture 1)

o [ntegrate with ATGT

o [ntegrate with CDOS,

o [ntegrate with NASCOM II Network Management System (NMS).
These alternatives and their pros/cons are discussed below.

3.3.7.2 Integrated with ATGT

As discussed in Section 3.3.4, the real-time inraSNC functions may be integrated into
the ATGT. An extension of this alternative is to enhance the ATGT to accommodate the [SC
functions as well. The Automatic Data Processing (ADP) systems in the STGTs will be highly
redundant and much more powerful compared to the ADP systems in the preSTGT systems. The
STGT ADP systems (specifically EXEC ADPE) will be capable of performing control functions
currently not performed by the WSGT or NGT, e.g. the pre-pass test of equipment to be used 0
support the contact. This could be extended to perform an end-to-end pre-pass test under the
conrrol of the ATGT.

This additional integration offers the benefit of simpler and more robust architecture tor
real-ume intra-SN control functions. [t can also lower the cost of the inra-SN conwol ennty
' SNO). [t extends the benefits of the robust ATGT architecture to inter-system conwol functions
as well. [t has the disadvantage of coupling the ISC to the ATGT, which would require
significant enhancements to the ATGT architecture and design. This tends to increase costs and
limut the system tlexibility/expandibility.

3.3.7.3 Integrated with CDOS

The CDOS will provide an integrated mission data and operations management system
fora 1&1’g% nu;nber of mission projects. The three primary services to be provided by CDOS are:

o DDS,

o Data Archive Service (DAS), and

o CDOS Operations Management Service (COMS).

The CDOS DDS will process ail CCSDS compliant data ransported via the SN and the DSN. It
will include a powerful Operations Management System. This system (COMS) could be
enhanced to be made responsible for ISC functions as well.

[ntegrating the CDOS/COMS and ISC in an "Integrated COMS" may lower deployment
and operational costs for CCSDS compliant data. However, integrating inter-system control for
nonCCSDS data may require design changes to CDOS/COMS and result in higher design.
deployment, and operatonal costs for the total CDOS. In addition, the close or tight coupling
between COMS and ISC may bias the "Integrated NCC" in favor of the SN.

Also, the ISC will likely require the use of the composite SN schedule in its operation.
giggsthc schedule may be classified, this may impose additional security requirements on
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3.3.7.4 Integrated with NASCOMII
The current NASCOM will be upgraded to a data driven NASCOM 1L It will connect all
NASA centers, data processing centers and international partners. Unlike the SN and the CDOS.
NASCOM is not dedicated t0 gansporung spacecraft data only. It will oansport all other data
to/from various NASA systems. [t will include a powerful Long-haul Communicatons Network
Management System (NASCOM 11 NMS). . |

The pros and cons of integraung the NMS and ISC in an "Integrated NMS" are similar ©
the pros and cons discussed earlier for {ntegrated SNC or COMS. The NASA NMS is pnmarnly
responsible for managing a ground-ground long-haul unclassified communications network. The
ISC will be responsible for managing a vanety of additional systems and interfaces. For
example. securty management. high-speed local/short-haul interfaces petween SN/DIS and
CDOS/SNIF. Therefore. an “Integrated NMS" may not pe more cost effectve. Furthermore.
VASCOM [ will be serving many other systems (that are not part of the "System of systems’
addressed by this report). This will result in additional complexity, further increasing cCosts and
risks and possibly compromise the level of attention provided t0 space-ground services.

3.4 Infrastructure Support
3.4.1 Introduction

{n reviewing the POCC and NCC operations. the requirements for the end-to-end design
of the SN related communications and information systems became apparent. The creaton of a
schedule is a complex co-operative process among groups (POCCs) desiring to use common SN
resources with the SNC serving as arbitrator in the allocadon of these resources. It is especially
complex because the requirements are dynamic with changes being inroduced throughout the
planning cycle.

The process is currently much more complex than it needs to be with modem technology.
As shown in Figure 3.4-1, the NCC data management is not integrated with the POCC systems
in the sense that when data elements in one system change, they are not updated at the other. For
example. in the Muldsatellite Operations Contol Center ( MSOCC), a generic scheduling system
\s available for generaung schedule requests. but the interface between it and the Mission
Planning Terminal (MPT) is manual. When a reject message 1s returned by the SNC. the
original request is not maintained for modificauon at the NCC. and the local database at the
POCC is not updated.

To rectify these problems. it is envisioned that the GNC will be an integrated
communicanons and information system with a major reduction in the manual co-ordinadon
required to accommodate the inevitable conflicts and changes. The infrastructure necessary o
support  this environment involves distributed data management, distributed work
management, communications, automated interface management, information resource
dictionary and computer security. This infrasoucture is described below.

3.4.2 Distributed Data Management

It is envisioned that the schedule will be maintained by a distributed data management
system as depicted in Figure 3.4-2. The schedule database could also be implemented with a
-enralized approach. However, this would introduce considerable communicagons maffic
between the POCC and SNC because the users requiré access t0 this information for their
planning activiges. For this discussion, the distributed approach is assumed.

[n its planning the POCC scheduling system would generate a database of its schedule
requests. From the ‘nstant that a schedule request is first submitted to the SNC undl it is
executed or deleted, it would be under the control of this system. The complete schedule will be
maintained at the SNC, but the POCC specific elements of the schedule would also be stored
locally. The POCC would be able to enter and delete requests, but only the SNC would be able
t0 authorize them by allocating ATDRSS assets. The POCC would be able to modify requests
providing they did not impact other users; otherwise the SNC would have to authorize the
modification. With such a system. there would no confusion concerning the status of a schedule
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request. For example, when a user €niers a modification to a schedule request in the local
database, it would be: o ’

o modified locally and the update sent to the SNC providing the user had the authority to

make the modificanon

o set at a pending status and forwarded to the SNC for approval if the user didn't have

approval: when the SNC (person or computer) evaluated the modificadon request, its
status would be updated at the SNC and the local POCC.

To achieve the benefits of an integrated data management system, there are a number of
complexities that must be handled. The major issue is how to accommodate changes in the
schedule when multple POCCs are affected.

Suppose a user POCC enters a new schedule request that can only be accommodated by
moving the allocations of two other user POCCs. The SNC software would identify a shift
request. and the SNC schedule database would be updated at the SNC reflecting that a change
was in progress. Rather than have operators communicate using the telephone, the SNC wouid
send shift requests via elecoronic mail to these POCCs tagged with a task to assess the impact
ind an action item to respond to the SNC. The management (creation, tracking, and updating) ot
‘he tasking and the action items is referred 1o as Dismibuted Work Management (DWM). By
sending out action items and tasking, 1t 1s envisioned that the volume of verbal communications
can be drastically reduced. DWM is viewed as an emerging technology as evidenced by the
relevant products that have recently appeared in the Personal Computer (PC) marketplace such
as Rhapsody (ATGT) are Notes (Lotus).

One of the key issues in generating the shift request is to what extent could the SNC
could provide generic scheduling capability and rake 1Nt0 account user spacecraft constraints.
One approach ts 1o have the SNC scheduling algorithm driven by ime windows provided as
input to the SNC by the user POCCs. In this case the ranslation from a generic scheduling input
10 a time window format is done in the POCC: the spacecraft constraints are implicitly specified
“1a the windows. These windows would be defined in a sufficiently broad context to allow
muiuple orbits and inter-assignment conswraints to be specified, e.g., a ten minute assignment
hetween 2 and 2:30 or a ten minute assignment between 3 and 3:30. Alternadvely. the SNC
-ould be explicitly provided in a database of user spacecraft constraints as defined by the POCC
;0 consider in generating the shift request. The major issues to be addressed are development
and operarional complexity of generic scheduling. From a development point. the issue 1s
whether a sufficiently generic scheduling package could be developed that could accommodate
11l of the individual nuances and constraints of individual existing and planned spacecraft. If
not. the SNC could provide a set of reusable software modules to the POCCs performing the
basic generic scheduling functons. The POCCs would then tailor them to their specific needs.
From an operational point of view, the issue is processing and managing the consmaint database
with in the SNC. If the database is extremely large. it may be preferable to off-load the SNC and
allocate the generic scheduling to the POCCs.

After the shift request is received at the POCC, the tasking to evaluate its impact be
performed and a response generated to the acton item. These actions may be performed by a
person Or a computer-based expert system. This may require the POCC to interact with the
cience user. Similar dismibuted data management, communicadons, and distributed work
management technologies are applicable. If the POCCs agree to the shift request, then the
POCC and SNC databases would be updated to reflect the shift. Otherwise, an alternative shift
would have to be identfied, the request put on hold. or the request rejected.

Modem dismributed database systems equipped with two phase commit capability are able
1o support these distributed types of operatons. Although current systems are largely vendor
proprietary, standards are merging to support this capability. Therefore, this component should
be obtained as an-off-the-shelf item for integradon into the SNC.

3.4.3 Communications
To provide the interaction between the SNC and the POCCs, an advanced
communication system such as that defined by the ISO OSI protocol suite will be needed. Since



the government has heavily endorsed OSI by establishing Government OSI Protiles
Interconnecdon (GOSIP), it is expected that OSI protocols will be used for SNC
communicatons where practical. For the SNC, the major communications services envisioned
for SNC are:

o distributed Tansaction processing to support schedule distibution, and modificaton,

0 message handling to support eiectronic mail,

o file Tansfer to wansfer accounting and performance data,

o graphics terminal emulation to access applicatons (this will allow the users 0 be

remotely situated from the host computng systems), and

0 remote operations to support network management applicanons
With expected implementaton of the SNC in the 1997 umeframe, the software implemenung
these services and the underlying communicauons protocols will be standardized and should be
available off-the-shelf.

OSI protocols will provide new options for implementaton of encryption to provide
security funcdons. Standard protocols for implementing these functions are currently being
developed by National Institute of Standards and Technology (NIST) as part of the Secure Data
Network System (SDNS). Rather than use link encrypuon as currently done in NASCOM,
encrypton may be performed at higher layers. Since NASCOM II will be a mesh network, all
communicatons between the WSC and GSFC may not be provided by a point-to-point link.
Thus, higher level encryption may be preferable to link encryption. As shown in Figure 3.4-3,
one alternative is to perform encrypton between the network and transport layers; the two
protocols for supporting this alternative are:

0 SP3 - encryption on a source-destination basis,

0 SP4 - encryption based on a transport connection basis.

As illustrated in the figure, these protocols reside above the network layer to be supported by
NASCOM II. Therefore, the SNC may have to provide the SDNS Key Management Center.
Although this imposes an additional security activity, it should be implemented using off-the-
shelf components in the 1997 time-frame.

Another SDNS alternative being developed by NIST is encryption at layer 6 or 7 for
zlectronic mail applicauons. Use of this option may also require the SNC to support a Key
Management Center.

3.4.4 Automated Interface Management

Considering the broad variery of interfaces needed to support the communications
services described above, management of these interfaces will be complex. However, it will be
greatly simplified by the use of utlides that have evolved to support OSI applicatons. The
primary utility of interest is the ASN.1 compiler discussed below.

In OSI the applications layer interface is described using a special language referred to as
the Abstract Syntax Notation One (ASN.1) (ISO 8824). Using a basic set of constructs (integer,
character) and a composite set of constucts (sequences), ASN.l provides a very general
message definition capability. Messages will then be encode using a Type-Length-Value (T-L-
V) algorithms referred to as the Basic Encoding Rules (ISO 8825).

ASN.1 compilers provide the capability to automatically generate the encode and decode
software from the ASN.1 specificadon of the application interface. The encode software accepts
as input a data structure corresponding to the message and generates the T-L-V encoding.
Conversely, the decoding software accepts a T-L-V byte stream as input and instantiates the data
structure corresponding to the message. Thus with the use of ASN.1, the communications
software is easily changed when the interface is modified.

3.4.5 Information Resource Dictionary

In the case we suggest that a set of institutional standards for defining and exchanging
planning and scheduling data be developed and adopted. Such standards would enable planning
and scheduling applicadons to communicate at the semantic level (subject to security and
privacy constraints),
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Although the existing NCC already has a defined standard interface with the POCCs. it 15
recommended that the SNC planning and scheduling system be based on a more general standard
capable of unifying all of the interacung systems. Such a standard would lay the foundaton tor
a “seamless’ planning and scheduling network. within the system-of-systems, capable of rapidly
responding to non-nominal situatdons with maximally producuve schedules.

An appropniate standard already exists for this purpose, called the Information Resource
Dictionary Standard (IRDS). The IRDS is a four-layer model for defining data. At the top level.
data are modeled using three basic consmucts: entity types, relatonship types, and attribute
types. The Laver 2 model. or dara definition schema, is created by defining specific entity types.
relattonship rvpes. and attribute types descnbing the general domain of planning and scheduling.

A key aspect of the technical approach is the use of a standard notaton for expressing
potennally complex time and quanuty relauonships and constraints. This notation should
provide, as a minimum, all of the expressive capability provided by the Flexible Envelope
Request Notation (FERN) develop by NASA.

Given the standard layer 2 model. each mission and facility would thus constuct its own
layer 3 model in accordance with the standard. In the process, all of the static constraints that
exist between instances of these activities would be captured for general use. The fourth layer of
the IRDS model would then represent the specific plans, schedules, and ephemeral data
produced or used by the missions and facilities in the course of flight operations.

The major benefit of adhenng to the IRDS standard is that commercial off-the-sheif
(COTS) software could be used to create and manage the data dictionaries, as well as providing a
standard interface for the reuse of software components across multiple systems.

3.4.6 Computer Security

As discussed in Section 3.2.2, one alternative for operation of SN scheduling in the
unclassified mode fs to allow the users to work together to generate the schedule. This imposes
an additional requirement for applications interoperability among the POCCs such that their
mission planning and scheduling data can be interchanged.

The security infrastructure definition for the SNC is based on the ability to either
partition the classified data from unclassified data into separate processing environments, or 0
segregate the majonty of the secunty functionality into a highly ousted subsystem. The three
basic computer security alternatives for the SNC are a Muln-level secure (MLS) architecture, a
data partitioned architecture, and a funcuonally partitioned architecture. Each of these
alternauves is presented in the following subsections.

3.4.6.1 Muiti-level Secure Architecture

The MLS architecture as depicted in Figure 3.4.6-1 presupposes that the evolution of
“trusted computing systerns” has evolved to the point that a B2-class system (as defined in DOD
5200.28-STD) can be established as the processing core of the SNC. The security management
functions provide the foundation in which the remainder of the (less trusted) SNC functions
Jperate.

The majority of the security functionality is allocated to a secure COTS operating system
or secunity kernel, including, access control. auditing, and interfacing to the communications
media. A secure data base management system may be used to conmol and audit access attempts
to the data it manages (e.g., the schedule). A set of manual procedures would be used to maintain
the integrity of the security functions such as establishing login ids, maintaining security
designation(s) of communication channels, reviewing audit trail data.

The Mult-level Secure architecture would be used as the infraswucture for either the
Integrated SNC or the Real-time Partitioned architectural alternatives presented as Alternatives |
and 2 respectively, in Secton 3.3.

3.4.6.2 Functionally Partitioned Architecture
The Functionally Partitioned Architecture as depicted in Figure 3.4.6-2 is based on the
classical “svstem-high” mode of computer system operation. [n this case, the majority of the



security functions are isolated into a separate processor referred to as the "guard processor . The
guard processor is responsible for authentcating and audiang user access as well as
downgrading data that can be sent 10 unclassified systems. The security data base for the most
part. is maintained by the guard processor. All interfaces to unclassified systems are required to
access :he SNC only through the guard. Other classified systems may be allowed to bypass the
guard processor. if no violaton of the security policy is possible.

The Functionally Partitioned architecture would be used as the infrastructure for either
the Integrated SNC or the Real-ome Pardtioned architectural alternatives presented as
Alternatives | and 2 respectively in Section 3.3.

3.4.6.3 Data Partitioned Architecture

The Data Partiioned Architecture as depicted in Figure 3.4.6-3 attempts to isolate the
classified data and processing performed by SNC from the unclassified portion. This partinoning
is based on the premise that it is possible to partinon the SN resources so that the user POCC's
can gain less restricted access to a portion of the SNC.

A portion of the security functionality is allocated to both the classified and unclassified
subsystems. These subsystems are still responsible for authenncating user access 1o their
respective data stores. Because the classified subsystem is not directly communicating with the
unclassified user POCC's, the overall level of security functionality 1s somewhat reduced over
the MLS system above.

To avoid possible security policy violations, however, the classified and unclassified
portions of the SNC would still need to interact in a very restricted fashion, probably through a
small security guard processor. This interacton is needed to pass dismibuted informadon
between the two processors such as accounung, performance and security audit darta. The
majority of the security functionality is therefore allocated to the guard processor to ensure that
classified data is not released to the unclassified subsystem. Manual procedures are still used to
establish and maintain the security data base needed by the system.

The Data Partitioned architecture would primarily be used as the infrastructure for the
Classified Partitioned architectural alternative presented as Alternative 3 in Section 3.3.

3.4.6.4 Conclusions

The analvsis results of the security infrasoructure indicate that the Muit-level Security (MLS)
alternative architecture has several major drawbacks including very high development and
maintenance costs. lower performance and reduced flexibility over the other options. For that
reason. this alternative has been dismissed as a feasible approach. Therefore, if the selected SNC
architecture is either Alternative 1 (Integrated SNC) or Alternative 3 (Real-time Partitioned), the
Functionally Partidoned security architecture is recommended. The Data Partdoned security
architecture is recommended if Alternative 2 (Classified Partitioned) is the selected SNC
architecture.
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4. Tradeoffs

In this section the alternatives formulated in Section 3 are compared against a set of
evaluation criteria in order to determine the adeoffs. The evaluation criteria are defined in
Section 4.1.

[n Sections 4.2 to 4.6 the major alternatives formulated in Section 3 are evaluated. As
shown in Table 4-1, these alternatives consist of:

o Resource Allocation

o Resource Partitions

o Real-tuime and Non-Real-Time Partitions

o [ntegration of the Space Network Control(SNC) with Advanced Tracking and Delay

Relay Satellite System (ATGT)

o Inroduction of Automated Inter-System Control (ISC)
This comparison is largely qualitative although performance of the resource allocation
algorithms is evaluated quantitatively. The quantitative results were generated using the
National aeronautics and Space Administration (NASA) Network Planning and Analysis System
(NPAS) model as well as a CTA INCORPORATED (CTA) developed model for real-time
demand access.

4.1 Definition of Evaluation Criteria
To discriminate between alternatives, a set of evaluation criteria was defined and applied
to the alternatives. They are as follows:
Capability - The degree to which user needs and service requirements are met by the
conceptual alternative under normal fault conditions,
Performance - The ability of the conceptual alternative to meet performance goals of
probability of obtaining service, network utilization, and user responsiveness,
Risk - The schedule, technical, and cost uncertainty associated with the conceptual
alternative,
Flexibility - The ability of the conceptual alternative to adapt to new user requirements or
unanticipated modes of operation,
Expandability - The ability of the conceptual alternative to accommodate an increased
workload of schedule requests and users,
Cost - The life cycle costs required to implement the conceptual alternative.
Ease of Use - The ease of use experienced by users of the conceptual alternative; the
amount of training required to bring users to a level of proficiency.

4.2 Capability

Capability is the degree to which user needs and service requirements are met by the
conceptual alternative under normal operating conditions. As described in Section 2.3, there are
several modes of mission operations with differing needs for Space Network (SN) services.
These modes are:

0 Mode | - Single Event Operations

0 Mode 2 - Emergency Operatons

0 Mode 3 - Target of Opportunity Operations

0 Mode 4 - Aperiodic Operations

0 Mode 5 - Periodic Operations
How a conceptual alternative will respond to each of these modes is of prime importance in
evaluating the alternative, especially in the case of the resource allocation alternatives. The
evaluation that follows, therefore, is largely concemed with how the alternatives respond to the
needs of a mission operating in each of these modes.
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4.2.1 Resource Allocation
4.2.1.1 Demand Access

The demand scheduling approach provides the best response to emergency and target of
opportunity requirements. If demand scheduling were available with a high probability of
successfully scheduling a contact, perhaps more missions would be developed to operate in a
target of opportunity mode. A benefit of this could be a decrease in total data taffic. This
decrease could come about if missions could achieve substantially the same results from
collecting data at carefully selected times instead of operating in periodic or aperiodic mode.
collecting data continuously.

This scheduling approach would be robust in the event of failure of SN resources, either
temporary or permanent. Overall performance would decrease, in proportion to the significance
of the lost resources, but no last minute rescheduling would be needed, and no long-planned
operations would be cancelled.

Demand scheduling may not be acceptable to missions with known needs for frequent
aperiodic or periodic sessions, unless blocking probability can be kept very low. Demand access
is not suitable for single event support for which a guaranteed contact at a specific time 1s
required. unless some sort of priority with preemption scheme is used to ensure access.

The workioad may have peaks and valleys, leading 10 varying demand on SNC staff.
Uncertainty as to whether a particular attempt 10 schedule a contact will succeed could make
personnel scheduling in the Payload Operations Control Center (POCC) difficult as well.

4.2.1.2 Pre-Planned Allocation

Pre-planned allocation is desirable for missions with well-defined needs that seldom
change. It permits advanced planning of staffing for both mission operations and for SN.
Operations tasks that require advance preparation are best served by an approach that permits
advanced reservation of resources.

Emergency and target of opportunity operations, on the other hand, are not handled well
by a pre-planned system, because a "frozen” schedule makes it hard to accommodate pop-up
requests to handle these requirements. This is less of a disadvantage if the "liquid" and "slushy”
states predominate. If the schedule is frozen 100 far in advance, even missions that operate in
Mode 4 (Aperiodic) may find it difficult to maximize data return because a schedule that seemed
optimal at the time it was formulated may not march the actual downlink requirements. This
effect may get worse with the increasing use of intelligent instruments that adapt their data
collection rates and on-board processing to suit observations.

Failure of SN resources would have serious repercussions on a pre-planned schedule in
the short term. Because there might not be time to replan, a failure could result in a high priority
session being cancelled, while a lower priority mission is unaffected. In the long run, the pre-
planned approach would take permanent outages into account in developing schedules.

4.2.1.3 Short Term Scheduling

The short term scheduling approach combines features, both good and bad, of the
demand access and pre-planned approaches. [t represents a compromise approach to allocation
of SN resources.

For example, servicing of periodic and aperiodic needs that are known well in advance is
fulfilled better by short term scheduling than by demand access, but not as well as by a pre-
planned approach. Short term scheduling may not allow adequate preparation time prior to a
contact, particularly if change or shift requests are needed. The difficulty of personnel
scheduling when the ability to schedule a contact is uncertain is nearly as bad as for demand
access. Also, scheduling of service for single events (mode 1 operations) is fulfilled better by
short term scheduling than demand access, but not as well as pre-planned. Unless service is
virtually guaranteed by a high priority, the greater advanced scheduling of the pre-planned
approach would be preferred for launch, orbit operations. and other such operatdonal activites.
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Servicing of emergency operations and target of opportunity requests are better served by
short term scheduling than by the pre-planned approach, but not as well as by demand access. In
both of the above situadons, the ability to schedule a contact shortly before the desired start time
makes short-term scheduling preferable to the pre-planned approach. But there is still a freeze
point hours before the event, thus demand access would respond better to these needs. .

In the event of failure of SN resources, the short term approach would react much like the
pre-planned approach.

4.2.1.4 Hybrid Allocation

Hybrid allocation provides the best of both the demand and pre-planned allocation
approaches, accommodating all modes of mission operation, but it avoids their greatest
disadvantages. The hybrid approach, by providing demand access to some resources, can satisfy
requirements for emergency and target of opportunity operations. But since this approach also
provides for advanced scheduling of contacts, single event, aperiodic, and periodic operauons
can be handled as well. A great deal of excess capacity may be needed to assure support for last-
minute requests after allocating resources in advance for missions that need to schedule services
in advance.

Failure of SN resources would result in disturbance of the pre-allocated part of the
schedule, as in the pre-planned approach, and an increased probability of blocking for demand
requests. as in the demand access approach. An advantage of the hybrid approach is that a high
priority mission that had a pre-planned contact bumped because of a resource failure would be
able 1o make a demand request, and thus might be able to conduct the planned contact, despite
the failure.

4.2.2 Resource Partitions

A potential advantage of this partitioning is that the resource allocation approach could
be opumized to each user group or partition. This could mean a different approach for each
partition, or simply a variation in the parameters of a single approach. For example, in the
demand access approach, the priority scheme or method used to handle blocked requests might
vary from partition to partition. Another advantage is that the schedule for the dedicared
resources of each partition could be published, making it easier to make requests, and decreasing
the amount of conflict resolution processing by both users and SNC.

Separation of manned from unmanned missions would relieve unmanned users from the
uncertainty of scheduling at planned shuttle launch times and during shuttle missions. Gaining
this relief comes at the expense of removing enough resources from the pool to accommodate the
high prority shuttle requirements, whether they turn out to be needed or not.

A possible disadvantage is that there could be an imbalance in allocation of resources to
the groups, leading to frequent blocking for users in one group, while another group's resources
are under-utilized. Despite the "spillover” concept, scheduling of another group's resources
could be much less satisfactory than using the resources of one's own group (e.g., due to lower
priority, or restricdon to last-minute demand access). Such an imbalance could be caused (or
made worse) by failure of resources allocated to one partition.

4.2.3 Real-time vs. Non-real-time Functional Partition
Not Applicable.

4.2.4 Integration of SNC with ATGT
These optons have little impact on capability as seen by users, except that some options
may make it easier to operate with resource partitions.

4.2.5 ISC

The end-to-end capabilites of a Automated ISC could be of benefit to users because
more effective use of resources could result. This would include not only SN resources but also
those of the user missions and institutional facilities [such as Customer Data Operations Services
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(CDOS) and NASA Communicatons Nerwork (NASCOM)].  An integrated approach 10
management and control of ALL resources needed to perform a task would simplify operatons
and could lead to lower operating COSIS. . ' '

The system of systems challenge, however, is formidable. Rewofitting the Automated
[SC approach into missions that are being developed now [e.g., Earth Observing System (EOS)]
assuming NCC-like operations may be difficult -- technically, financially, and organizationally.
It would be necessary to create an evolutionary approach that requires new missions Or
institutional upgrades, while allowing older missions to run in Network Control Center (NCC)
mode.

4.3 Relative Cost Analysis and Rankings
Life cycle cost consists of three primary elements:

o Development Costs (DEV) - this includes the cost of developing software, procedures.
interface definitions and deveiopment system.

o Deployment Costs (DEPLOY) - this includes the cost of acquisition, installation, wraining
for all operational hardware, software, communication services for SNC and User
Interface systems (if applicable).

o Operational Costs (OPER) - this includes the facility, personnel, and computer system and
maintenance/service costs.

All cost analysis is relanve ranking, with 1 being the lowest cost alternative and 5 being the
highest. At an architectural level, absolute or relative costs cannot be estimated accurately, since
cost is a function of many design and implementation decisions beyond the scope of this study.

4.3.1 Resource Allocation . . .
The relative cost rankings for the resource allocation alternatives defined earlier in
section 3.2 are as follows:

DEV DEPLOY OPER
Current NCC approach 2 2 4
Pre-planned fixed 3 3 2
Pre-planned fluid 4 4 3
Short-term (2-6 hrs) 3 S 1
On-demand (5-15 min) 1 1 1
Hybrid 5 4 2

(fluid+steched on-demand)

Development cost ranking

The simplest allocation algorithm is the on-demand alternative. With this approach.
service events are scheduled as soon as the service requests are received. There is no need to
keep track of and schedule events at a future time. In addition, with the on-demand approach
there is no need for a classified schedule or distmbuted data/work management. Therefore the on-
demand approach has been assigned the rank order 1.

If the current NCC approach is continued in the Advanced TDRSS Ground Terminal
(ATGT) era. it will require complete redesign and development effort to support increased SN
capacity/channel types. The current NCC approach supports a combination of pre-planned fixed
and on-demand resource allocation algorithms with an emphasis on the pre-planned approach.
All other alternatives (except on-demand) will require some development effort to support the
"User System Information Interface” using distributed data and work management as described
in Section 3.4. Therefore, the current NCC approach has been assigned the rank order 2.

Among the remaining alternatives, the development costs will be a direct function of
automnated allocation algorithms. The pre-planned fixed and short term alternatives are more
complex than the on-demand approach, since both support scheduling of future events. These
alternatives are less complex than the pre-planned fluid alternative, which breaks down the
scheduling process in three phases (liquid, slushy and frozen) and may use several allocation
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strategies (demand leveling, window pruning, and constraint relaxation). The complexity of the
pre-planned and short term alternatives were judged to be comparable. Therefore both have been
assigned a ranking of 3 and the preplanned fluid has been assigned a ranking of 4.

The hybrid approach is a combination of pre-planned fluid and modified (stretched) on-
demand approach. Therefore, it was judged to require maximum development effort and has
been assigned a ranking of 5.

Deployment cost ranking . _ ' ‘

The deployment cost of hardware/software will be a function of the algorithm complexity
and frequency of rescheduling, while the training costs will be a function of the user interface
complexity. The on-demand alternative is the simplest and therefore has been assigned a ranking
of 1. If the current NCC approach is continued, there will be no need to deploy distributed data
or work management systems. Therefore, it has been assigned the rank order 2.

The short-term alternative requires rapid rescheduling as each service request is received.
[t cannot spread the processing over a period of time, as is the case with pre-planned alternatives.
Therefore, the short-term alternative was judged to require the maximum processing power. The
training cost for this alternative is more than the on-demand approach but less than all other
automated approaches. The higher cost of processing system was judged to exceed any savings
in the training costs, and therefore the short-term aiternatve has been assigned the highest cost
ranking of 5.

The hardware required for the pre-planned fixed alternative would be more than that
required for the current NCC approach, to support distributed data and work management. The
pre-planned fixed algorithms are simpler compared to the pre-planned fluid and the frequency of
scheduling runs is also less. Therefore, the pre-planned fixed has been ranked as 3, while the pre-
planned fluid has been ranked as 4.

The hybrid approach is a combinadon of pre-planned fluid and modified (stretched) on-
demand approach. Therefore the deployment costs for this alternative is comparable to the
deployment cost for the higher of the two alternadves, i.e., pre-planned fluid.

Operational cost ranking

Operational costs are primarily a function of the amount of negotiations, complexity of
user interface, communications costs and hardware/software maintenance costs.

The current NCC approach was judged to require maximum negotiatons and the most
complex user-interface. Therefore, it has been assigned the highest cost ranking of 4. The user
interface for the on-demand and the short-term alternatives are simplest and of comparable
complexity. These also require the least amount of negotiations and therefore have been assigned
a ranking of 1.

The pre-planned fluid would require more negotiation compared to the on-demand or
short-term approach, since it schedules future events. For the same reason, its user interface
would be more complex. However, it would require less negotiation compared to the pre-
planned fixed approach. The user interface complexity for both pre-planned approaches is
comparable. Therefore, the pre-planned fluid and fixed have been ranked as 2 and 3 respectively.

4.3.2 Resource Partitions
The relative cost rankings for the resource partitioning alternatives described earlier in
section 3.3.1.2 are as follows:

DEV DEPLOY OPER
Current NCC approach 1 1 2
(Unpartitioned Classified SNC
at Goddard Space Flight Center (GSFC)]
Classified and Unclassified at GSFC 2 2 2
Classified at White Sands Complex (WSC),
Unclassified at GSFC 2 2or3 1
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Development cost ranking . .

Supporting partitioning of resources would incur additonal development costs compared
to a system without any resource partitioning. However, the specifics of the paritioning
approach is not expected to impact the development costs, i.e., development costs for the two
partitioning alternatives was judged to be comparable.

Deployment cost ranking ' ‘ ‘

The deployment costs for the partitioned alternatives were judged to be higher than the
cost of unpartitioned SNC system due 1o the cost of deploying two separate systems. We have
assumed that both GSFC and WSC already have adequate classified facilities. If the ATGT

classified facilities at WSC are not adequate to house the classified SNC system, the deployment
cost ranking for the last alternative will change t0 3.

Operational cost ranking

The unpartitioned alternative and the partitioned alternative with a classified system at
GSFC will both require continued operation of a classified facility at GSFC and encrypted
communication links between WSC and GSFC. Operating classified facilities and links is quite
expensive. In general the total life-cycle cost (development, deployment and operation over life
cycle) of a classified system is several times higher compared to the life cycle cost of an
equivalent unclassified system. In other words, both the unpartitioned and the partitioned
alternative with a classified system at GSFC will incur higher operational costs. The operational
cost of these two alternatives were judged to be comparable.

4.3.3 Real-time and non real-time partitions
The cost radeoffs of partitioning the SNC system based on real-time function partitions
are as follows:

DEV DEPLOY OPER
No parttions 1 2 2
(all functions at GSFC)
Real-time funcgons at WSC 1 1 1

and non real-time at GSFC

Development cost ranking

In general development costs for non real-time application are higher on a real-time
system. Therefore, even if the real-time functions were kept at GSFC, the GSFC SNC system
will consist of real-time and non real-time systems connected via a Local Area Network (LAN).
In other words, the primary difference between the two alternatives is whether the real-time and
non real-time systems are collocated (i.e. connected by a LAN) or not (i.e. connected by
NASCOM II). This difference will not impact the development COSts.

Deployment cost ranking

Keeping all SNC functions at GSFC will require additional communications equipment
to support real-time control dataflow between WSC and GSFC. Therefore this alternatve has
been ranked as 2.

Operational cost ranking

Keeping all SNC functions at GSFC will incur addidonal communications COStS t0
support real-time contol dataflow between WSC and GSFC. In addition, there may be some
savings in personnel by using the same people to monitor real-time events for the ATGT and
SNC systems at WSC. Therefore the first alternative (keep all SNC functions at GSFC) has been
ranked as 2.
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4.3.4 Integration of Real-time SNC with ATGT

In the previous section, we showed that moving the real-time SNC functions to WSC
offers cost savings. In this section, we analyze the cost impact of integrating the real-time SNC
functions with the real-time ATGT system. The alternadves analyzed are:

o real-time SNC system at GSFC,

o real-ume SNC system at WSC, and

o real-nme SNC functions integrated with ATGT.

DEV DEPLOY OPER

No Integration
real-ume SNC at GSFC l
real-ume SNC at WSC 1
Real-time SNC integrated with ATGT 2

— e
—

Development cost ranking

The location (GSFC or WSC) of the real-time SNC system does not change the
development costs, i.e., the development costs of the first two alternatves are comparable. The
two ATGT systems (AGT1 and AGT2) operate as independent systems. These systems have not
been designed individually to be able to control all ATDRSS and ATGT resources concurrently.
The real-ume SNC functons will control all ATDRSS and ATGT resources as one SN
subsystem. The cost of modifying the AGT! and AGT?2 subsystems to operate as one subsystem
were judged to be considerable and therefore the integrated ATGT alternative has been ranked as
2.

Deployment cost ranking

It has been assumed that the ATGT computer/communication complex will not have
excess capacity to support real-time SNC functions. Furthermore, it has been assumed that this
capacity can be increased by adding or upgrading hardware without introducing new types of
computer systems. The incremental cost for capacity increase was judged to be lower than the
cost of deploying a separate (and most likely different type) real-time SNC system. Therefore,
the integrated ATGT alternative has been ranked as 1.

A separate real-time SNC at GSFC will cost more than a separate real-time SNC at WSC
due to the cost of additional communications equipment to support real-time control dataflow
between WSC and GSFC. Therefore the real-time SNC at WSC and real-time SNC at GSFC
have been ranked as 2 and 3 respectively.

Operational cost ranking

Keeping all SNC functions at GSFC will incur additional communications costs to
support real-time control dataflow between WSC and GSFC. Therefore operational costs for
real-ume SNC at GSFC will be higher compared to the other two alternatives. Among the other
two alternatives, the operational costs for a separate real-time SNC at WSC will be higher due 0
the maintenance and support costs of a separate (and most likely different type of) system.
Therefore the alternatives have been ranked as 1 for integrated real-time SNC, 2 for separate
real-ime SNC at WSC and 3 for real-time SNC at GSFC.

4.3.5 ISC System
The architectural alternatives for the ISC function are:
o continue the current NCC manual approach using multiple 2-way voice conversations,
0 a standalone automated ISC system at GSFC or WSC,
o integrate ISC with SNC at GSFC or WSC,
o integrate [SC with CDOS/CDOS Operations Management Services (COMS).
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As indicated earlier in section 3.3, integratng NASCOM/Network Management System
(NMS) and the ISC system is not 2 practical alternaave. The relative cost rankings for the four
alternatives are as shown below:

DEV DEPLOY OPER
Current NCC approach 1 1 4
Stand-alone @ GSFC or WSC 2 3 3
[ntegrated with SNC 2 2 1
Integrated w CDOS/COMS 3 4 2

Development cost ranking

Continuing the current NCC approach would not require development of a highly
automated ISC system, i.., it is the lowest development cost alternadve.

Among the three automated alternaaves, integration with the CDOS/COMS would be the
most expensive alternative due to the exwra costs incurred in adding the support for real-time and
nonCCSDS payload data to CDOS/COMS. The development costs for the ISC functions (only)
for the standalone automated ISC system and an integrated SNC/ISC system will be comparable.
Therefore these two alternatives have been ranked as 2 and the integrated CDOS/COMS
alternative has been ranked as 3.

Deployment cost ranking

Continuing the current NCC approach would not require deployment of an automated
ISC system so it is the lowest deployment cost alternative. The deployment cost for a standalone
ISC system will be higher than the incremental deployment cost of an integrated SNC/SC
system. Addition of ISC functions to COMS would require an increase in level of redundancy
for COMS and addition of interfaces to control nonCCSDS/real-time payload information
transfers. Therefore, adding ISC functions to the CDOS/COMS would cost more than adding
ISC functions to the SNC system. This leads to the relative cost rankings of 4 and 2 respecuvely.

Operational cost ranking

The number of SN events per day are projected to increase from approximately 2235 per
day (in 1990) to approximately 500/day in the year 2000. The current NCC approach for ISC
functions uses a dedicated person to monitor each event, while the automated approaches use an
operator to process exception alarms only. Therefore, the current manual approach was judged to
be the most expensive alternadve, i.c. ranked as 4.

The Second TDRSS Ground Terminal (STGT) design uses the concept of contnuous
monitoring with exception alarms and system reconfiguration (if needed). Adding the ISC
exception alarms to this system was judged to result in lowest operational costs due to the
incremental nature of this cost element. Therefore, this alternative has been ranked as 1.

Operating a standalone ISC system (either at GSFC or WSC) was judged to incur higher
operational costs compared to the incremental cost (for ISC functions) of an integrated
CDOS/COMS system. Therefore, the integrated CDOS/COMS alternative has been ranked as 2
and the standalone ISC system as 3.

4.4 Risk

Risk refers to those aspects of the system architecture that, when unmitigated, could
seriously impact the ability to implement the system in a timely and cost effective manner.
Typically risk areas are characterized as either performance risk, technical risk, schedule risk or
cost risk. Performance risk refers to the inability of portions of the system to meet their assigned
timing budgets. Technical risk is related to the specification of a system function that simply can
not be realized with existing technologies. Cost and schedule risks are related to the inability to
develop the system within allotted budget and time constraints.
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Because this study is architecture related, performance and technical risks are primarily
addressed in the following subsections. Risks are identified in order of importance with respect
to the possible impact on SN.

4.4.1 Resource Allocation
4.4.1.1 Demand Access

For demand access there is a performance risk associated with the ability to accurately
project user resource request levels, because utlization must be kept low for acceptable service.
An underestimation of the ratio of available resources to requests could seriously impact the
general utility of a demand access service. Periodic modeling of expected network access based
on evolving user needs provides a means of detecting this problem before it affects actual
network operation.

Similarly, there is a performance risk associated with the ability of the SNC to meet user
needs in a failure condition. Specifically, it is plausible for a resource failure (i.e. loss of a Data
Relay Satellite) to render the demand access service ineffectual.

4.4.1.2 Pre-planned

The generation of optimal shift requests is currently a technical risk in the pre-planned
resource allocation alternative. This process in currently done manually and the feasibility of
automating this function needs further analysis. An option to total automation, however, is to
leave the generation of shift requests a manual function with decision aids provided to support
the process. The generation of a proof-of-concept SNC planning prototype would address this
and possibly other related risks.

The acceptability of a fluid scheduling concept to the SNC user population is a risk
because some users may be reluctant to adopt a new approach. The possibility exists that the
current 'low priority’ users may need freeze points several days in advance while the high priority
users may have freeze points only hours in advance. In this case, either the higher priority users
could be inappropriately blocked, or the lower priority users pre-empted after making possibly
days of preparations (e.g., producing time sensitive command loads). Either result may be
unacceptable and additional analysis is needed to resolve this concern.

4.4.1.3 Short-term

The continuous production of short term schedules introduces a possible performance
risk. Scheduling is a computationally intensive process and with this alternative, must be done in
real-ime. The integration of newly arriving user requests with the existing schedule could
require a significant level of processing power. The frequency of scheduling activity that would
allow the system to be responsive without requiring excessive computational resources would
need to be determined, either through prototyping or modeling.

4.4.1.4 Hybrid Access :

The hybrid access option suffers from a combination of the risks associated with both the
demand access and the short term scheduling alternatives. However, it is less sensitive to the risk
of low traffic projections because it is possible to fall back to a purely pre-planned mode.

4.4.2 Resource Partitions

There is a general risk concerning the ability to specify the schedule for a subset of the
SN resources as unclassified. Additional discussion and analysis of system security requirements
are needed to verify the viability of this approach.

In the case of partitioning, the occurrence of a system failure (i.e. loss of a Data Relay
Satellite) would cause a resource shortage. In this situation, the ability of the system to maintain
a parttioned service across two subnets could be significantly degraded. The two partitions
might need to be merged into a single service. This could have a serious impact on the utilization
of the operational resources as well as the percentage of requests that could be satisfied.
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There is a possible need for a ‘guard’ processors at both GSFC and WSC. This is due to
the likelihood that user POCCs will needed to pass user spacecraft interface information directy
10 WSC in the SNC timeframe. Since WSC will be a classified facility, security functonality
(redundant with that in the SNC) will be needed to ensure that classified information is not
accidentally returned to the POCCs. The retrofitting of security functionality into WSC could
introduce unantcipated cost and schedule impacts into those systems.

4.4.3 Real-time vs. Non-Real Time Functional Partition

The Real-time versus Non-real Time Functional Partition purely represents an allocation
of SNC functions across physical subsystems. This represents no obvious nisk to the
development or operation of the SNC (beyond those associated with resource allocation and
computer security identified above) assuming a robust communications mechanism exists
between the subsystems.

4.4.4 Integrate SNC with ATGT

A performance and cost risk results from the integration of the SNC and ATGT
functionalities. In general, the integration of both new hardware and software becomes more
difficult and costly due to the interdependency of the systems. The additonal processing load
placed on the ATGT processors could seriously limit their planned evolution in the SNC
timeframe. A thorough engineering analysis of this option would need to be performed to
evaluate its feasibility.

4.4.5ISC

4.4.5.1 Manual Intersystem Coordination

A general risk with man-in-the-loop systems is the responsiveness the system can achieve. With
the number of projected 'events' doubling over the current load in the ATDRSS timeframe, the
ability of an operator to generate timely and consistent responses to problems is in question. The
operators could very easily become overwhelmed during times of peak activity.

4.4.5.2 Automated Intersystem Coordination

For the stand-alone configuration of the ISC, the need for standard inter-system
interfaces to support the system is critical. This is viewed as a risk mainly because of the
diversity of organizations that would be involved in the implementation of such standards. The
impacts on related systems [e.g., CDOS, Flight Dynamics Facility (FDF), NASCOM 1] to
support an ISC interface for monitoring the system-of-systems could be non-trivial. Reaching
agreement on the necessary standards for the Management Informaton Bases (MIB) by all
organizations that operate those systems could be difficult. Furthermore, the standards activities
associated with managing "system-of-systems" is lagging.

One of the primary functions of the ISC is the monitoring of the overall SN. The
additional processing imposed by such real-time monitoring could introduce a performance risk.
Care must be taken in defining a level of monitoring that provides the operators with useful
information while not impacting system performance. This level may be initially determined
through a set of system modeling exercises.

4.5 Performance
1.5.1 Resource Allocation

Results from the NASA NPAS model and the CTA Optimized Network Engineering
Tools (OPNET) model provide the basis of evaluating Tracking and Data Relay Satellite System
(TDRSS) resource allocation among the missions. The primary metric for evaluating scheduled
and demand access options is blocking probability, or percentage. Options were evaluated for all
scheduled maffic and different resource allocation optdons for some of the missions using
demand access. These results are summarized below. Details of the models and results are
provided in Appendix E.
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As expected the results from the Network Planing and Analysis (NPAS) model for the
scheduled access case show a lower maximum blocking probability than the cases where five
missions use demand access. Scheduling the use of the TDRSS resources provides more efficient
usage of the resources. The maximum blocking probability for the scheduled access case for the
1998 baseline waffic requirements is 10 percent. For the demand access case the maximum
blocking probability determined in the OPNET model is around 30 percent. This three fold
increase in blocking assumes that demand access requests cannot wait for resource availability
(i.e., if a resource is unavailable when a request is made, the request is blocked). A breakdown of
the blocking across the resources shows that all of the blocking occurs on the Single Access (SA)
resources for the demand access requests. However, the blocking probability can be reduced to
zero for the demand access requestors if they use Multi-access (MA) resources only.

Further evaluation of the demand access case shows that blocking can be reduced to
below 10 percent if the demand access requestors have the flexibility of waiang for a resource 0
become available (i.e., a window period). The range for blocking probability is from zero to 30
percent for window size between the full visibility time that a mission has with the TDRSS
constellation and zero, or no waiting for a resource. The blocking probability is at six percent for
a window size of 50 percent of the total visibility time.

4.5.2 Resource Partitions

In general performance is degraded when resources are partitioned among users.
Partitioning resources results in less efficient usage of resources. However, a partitioned scheme
could allow blocking to be better managed. If high priority, preemptive users are partiioned onto
a separate set of resources, then the lower priority users may face a higher blocking probability,
but they will not have the frustration of having to reschedule after a preemption.

The model of demand access showed that partitioning resources by manned versus
unmanned missions results in lower blocking probability than if those two type of missions are
mixed together in a subnetwork partition. One scenario evaluated included Freedom and Space
Transportation System (STS) in the same subnetwork partition as unmanned missions. This case
resulted in higher blocking probability for demand access requestors than the case where these
two missions were taken out of the unmanned subnetwork. Both Freedom and STS require full
coverage during their TDRSS visibility times from single access resources. When these two sets
of demands are moved to another subnetwork partition even though two forward and two return
SA resources are reallocated to the other partition, contenton on the remaining resources is
reduced on the remaining single access resources.

4.6 Ease of Use
4.6.1 Resource Allocation

The relative ease of use of the resource allocation alternatives is shown in the following
table. Smaller numbers are more desirable in that they represent a greater ease of use.

Current NCC Approach 2
Demand Access 1
Pre-Planned fixed 2
Pre-Planned fluid 2
Short-Term 3
Hybrid Access 2

The Demand Access alternative is regarded to have the greatest ease of use. This follows
from the fact that the user interface would be simpler than that associated with the other
alternatives. Requests for service would contain litle more than the parameters of the required
service. Little negotiation would occur, the service would simply be granted in most cases. Asa
result, less training of SNC personnel and users would be required. The only case in which ease
of use for Demand Access would be poor is if the probability of blocking is high. In such a case
users would spend excessive time submitting requests. This is analogous to repeatedly dialing a
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long distance service, dialing a number, and finally entering the account number only to get a
busy signal.

%nour of the alternatives are regarded to have equivalently moderate ease of use. These
are the Current NCC, Pre-Planned Fixed, Pre-Planned Fluid, and hybrid access alternatives.
Both Pre-Planned alternatives will result in a more complex user interface than demand access,
with a corresponding amount of training required. However, this complexity is not thought to be
greater than that of the current NCC. This complexity is a natural consequence of the additional
steps and features required to submit requests in advance and to negotate resolution to conflicts:
since all requests would be pre-planned, the amount of negotiation would be maximum. The
corresponding benefit is that the amount of blocking would be minimum compared to the other
alternatives.

Hybrid Access would result in the greatest amount of user interface complexity and
training since it would have a combination of all the aspects of the On Demand and Pre-Planned
interfaces. However, negotiation would be intermediate since some requests would be serviced
by the On-Demand access mode others by the Pre-Planned access mode. Similarly, blocking
would be a composite of that inherent to the two modes. Given that complexity is high but
negotiation and blocking is intermediate the hybrid access alternative is ranked at the same level
as the Pre-Planned alternatives. _

The Short-Term alternadve provides the lowest ease of use. The user interface
complexity and training requirements are somewhat less than that of the Pre-Planned
alternatves: the amount of information needed in the request would be reduced. However, the
shorter time period limits the types of negotiations which can occur. For this reason a higher
level of blocking will be experienced than for the other pre-planned alternatives. This coupled
with the need for some POCCs to generate command loads several days in advance could make
this alternative very difficult to use effectively.

4.6.2 Resource Partitions

Ease of use will be greatest when the schedule or any part of it is unclassified. It will be
much easier for users to find acceptable times since they will have more information to work
with. Having part of the schedule unclassified also enables peer-to-peer negotiations to be
performed.

The only other sense in which ease of use may be affected is in the case of spillovers.
When spillovers occur, it may be more difficult for the alternatves in which the classified and
unclassified schedules are separated to tell where the service is coming from or why in some
cases service is provided but in other similar cases it is not. In the alternative where the
classified schedule is maintained at WSC and the unclassified schedule is maintained at GSFC,
there could be an ease of use impact if the request process were not standardized. However,
assuming that this alternative would be implemented in a user friendly manner the problem
would not exist.

4.6.3 Real-Time vs. Non-Real-Time Functional Partition

Partitioning of functions would simplify the activities of SNC personnel since there
would be a clear delineation between the real-time and non-real-time functions. However,
partitioning of functions could make the activites of users more complex since the user may
have to interact with two system elements.

4.6.4 Integration of SNC with ATGT

Ease of use in this context is not as relevant to the users of the SN as it is to the operators
of the SN and the associated elements. From the point of view of the operators leaving the
systems separate makes the overall system harder to use since there are two systems to operate.
Integrating the functions so that they are resident on same processing system makes the overall
system easier to use since there is one system to operate.
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4.6.5 ISC System

Manual inter-system coordinaton is the hardest to use for both users and operators. It
places a large burden on the operators of the system and it impinges on user's ability to obtain
service.

All forms of automated intersystem coordinaton remove the major impact on the user
since operators are freed to perform other tasks needed to satisfy users' objectives. In addidon,
Standalone Automated I[ntersystem Coordination is operatonally simplest since the operators are
collocated with system and they are focused on coordination rather than tying to support
multiple aspects of the host system. A standalone coordination scheme may slightly decrease
ease of use for users since they will have an additional functional entty to deal with.

Although integrating the intersystem coordination funcdon with SNC, CDOS.
NASCOM, or STGT reduces the number of functional entities the user must deal with, it may
decrease the system responsiveness to users. Operators will have multiple jobs to do, increasing
the likelihood that they will not respond to user needs as rapidly. In addition, the operators may
not be collocated with the system supporting intersystem coordination and hence have less
understanding of it or direct control over it.

4.7 Flexibility
4.7.1 Resource Allocation

These alternatives do not have a major impact on the flexibility of the architecture.
However, the hybrid access alternative is more flexible in that a change in the mode of operation
(towards more demand access or more pre-planned) could be accommodated without a change in
the underlying architecture.

4.7.2 Resource Partitions

Partidoning of resources adds flexibility to the system since it provides an additional
mode of operation. Even if the type of partitioning ultimately required is different than that
initially implemented, it will be easier to satisfy the new requirement if that mode of operation is
initially designed into the system.

4.7.3 Real-Time vs. Non-Real-Time Functional Partition

In general, partitioning of the real-time and non-real-time functions will result in greater
flexibility. This is primarily due to the fact that partitioning will allow any new non-real-time
functions to be implemented in a more simple and straightforward manner. In additon, the
allocation of new functions / requirements will be simpler. The only disadvantage of this
alternative is that some functions may be difficult to implement because they are not purely real-
time or non-real-time.

Similarly, not partitioning the real-time and non-real-time functions will result in lesser
flexibility because of the additional complexity of mixing real-time and non-real-time functions.

4.7.4 Integration of SNC with ATGT

Integrating the SNC and ATGT will result in lesser flexibility. Adding functions to the
ATGT is regarded to be more difficult than adding functions to the "average" system. Since any
new functions or requirements would be constrained by the combination of ATGT and SNC, this
would result is even less flexibility. Hence, retaining the SNC and ATGT as separate entities,
regardless of whether they are resident at GSFC or WSC, results in greater flexibility.

4.7.5 ISC System

The Manual Inter System Coordination alternative is the least flexible since adding
functions or requirements impinges on staffing. The Standalone Automated Intersystem
Coordination alternatve provides maximum flexibility since multiple processors with reserve
capacity are available to handle additional functions or requirements. Integrating the Automated
[ntersystem Coordination with the SNC, CDOS, NASCOM, or STGT results in minimum
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flexibility since the existing systems have limited capacity to handle additional functions or
requirements, and since the number of processors available to perform those functions or
requirements will be reduced.

4.8 Expandability
Expandability refers to the ability of the architectural alternatives to accommodate
increased workload without compromising performance or functionality. The increase in
workload may occur due to many reasons, including the following:
o increase in SN resources/data rates,
o increase in SN resource usage (e.g. increase in % utilization, increase in number of user
systems etc.),
o increase in number of service requests or events (i.e. more events of shorter duradon), and
o increase in complexity of contol functions (e.g. new accountng control, charging
mechanisms, allocadon rules etc.)

Expandability of an architecture is influenced by many factors, including the following:

o ability to partition or distribute workload,

o ability to use special purpose computing systems optimized for specific applicatons or
application type (e.g. real-ume systems, parallel computing systems, security guard
processors)

o increase in computational complexity as a function of on increase in workload (e.g. an
architecture where computational complexity increases in a linear manner is more
expandable than one where it increases exponentally).

The expandability analysis in this section is qualitative only. The architectural
alternatives have been ordered according to the qualitative judgement of degree of expandability.
Rank order "1" is used for the least expensive (i.e. most easily expandable) alternanve. At an
architectural level, absolute or relative quandfication of percent expandability is not possible.

4.8.1 Resource Allocation
The relative ability to expand for the architectural alternatives is as follows:

on-demand 1 (most easily expandable)
preplanned/hybrid 2

short-term 3

current NCC approach 4 (least expandable)

The automated alternatives using distributed data and work management are more
expandable than the current NCC approach which is manpower intensive and.all processing is
centralized. Among the automated alternatives, the computational complexity of the demand
access resource allocation approach is a linear function of number of service requests. Therefore,
it is the most easily expandable alternative. The computational complexity of the short-term
approach increases faster (non-linearly) than the preplanned/hybrid approaches as the number of
service requests increase.

4.8.2 Resource partitioning

The partitioned architectures are more easily expandable compared to the unpartiioned
architecture due to distribution of workload, provided the partitions are of comparable size. An
architecture with 40% & 60% resource partitions is more expandable compared to an
architecture with 10% & 90% partitions.

4.8.3 Real-time function partitioning

The architectures with separate real-ime and non real-time control systems are more
easily expandable compared to the architecture without such pardtions. In addition to
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distributing the workload, the partitioned architecture facilitates use of systems optimized for
real-ime and non real-ume applicadons.

4.8.4 Integration of real-time control system and ATGT

Integration of the real-ime SNC/ISC systems implies use of common computational
components (hardware and software), sharing of operational personnel and operator consoles
fe.g. X-terminals connected to different control systems via a LAN). It does not require or
prohibit implementation of SNC/ISC functons on the ATGT Automatc Data Processing
Equipment (ADPE). The integrated control system will support three types of control functions:

o real-time [SC,

o real-ume SNC, and

0 all ATGT (SN subsystem) control. o
The integration of three different levels of control functions in one system will add significant
complexity and therefore impose constraints on expandability. The non integrated architecture
will be more easily expandable.

4.8.5 Inter-system Control (ISC)
The relative ability to expand for the architectural alternatives is as follows;

Standalone ISC system 1 (most easily expandable)
Integrated SNC/ISC 2

Integrated ISC and CDOS/COMS 3

Current NCC approach 4 (least expandable)

The current NCC approach is least expandable due to lack of automated tools for inter-
system control, reliance on multple two-way voice conversaton and post-event fault
1solation/correction methodology (rather than during the event).

The standalone ISC architectures is most easily expandable compared to the integrated
alternatives which integrate dissimilar contol systems resulting in added complexity and
constraints on expandability. Also the absolute workload for an integrated control system will
increase faster than the workload for separate control systems.

The integrated SNC/ISC architectures was judged to be more easily expandable than the
integrated ISC/CDOS control system due to higher degree of similarity between the ISC and
SNC functons. Specifically the CDOS control system will not support real-ime and non
CCSDS payload data. It will support significant LAN raffic among various CDOS processing
clements. Both the SNC and ISC systems will support the same space-ground data types. The
SNC and ISC systems will control widely distributed SN subsystems [ATGT and Ground
Network (GN)] and service providers (SN, CDOS, NASCOM etc.) respectively.
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5. Conclusions, Recommendations, and Rationale

In this section a set of recommendations relative to each of the major issues with
supporting rationale is presented based on the radeoff evaluation discussed in the
previous secdon. [n summary, the results of this study consist of:

o recommendatons on each key issue with supporting rationale,

o applicability of other systems and new technology,

o0 required infrastructure support such as communicadons,

o impact of the primary alternatives on other National Aeronautics and Space

Admunistration (NASA) programs.

These results are summarized in Table 3-1.
Two recommendations that involve several key issues are:
(1) viewing the Space Network Control (SNC) as an element of within a "system of
systems” and
(2) defining the SNC functionality in terms of the Open Systems Interconnection
(OSI) Reference Model Management Framework.

The "system of systems" concept is key because one of the functions of the SNC is the
inter-system co-ordination among several complex functions. Also, in order to optimize
the systems aspects of the scheduling process, the SNC operations concept must address
the end-to-end process relative to the scientist, spacecraft controller, and the SNC
operator. The use of the OSI Management Framework will facilitate the use of
commercial off the shelf (COTS) products and existing management techniques for the
SNC ground based components. For example, the OSI concept of a Management
Information Base to define the objects being managed is useful for specifying the
reporting and monitoring information flow for inter-system control.

The results and recommendatons for each key issue are described in more detail
in the following sections.
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Table 5-1: Summary of Conclusions and Recommendatons

1. Adopt a Hybrid Scheduling Approach to Reduce the Operational Complexity of
Scheduling

o functionally can be operated like telephone network but do not have SA

capacity to meet user demands

o fluid schedule (emulate job shop scheduling)

o smaller ime horizon - (CSOC., Blossom Point)

o increased use of demand access for MA

o use of standby schedule for periods when shuttle is potentially active

3. Incorporate Resource Partitions to Isolate Impact of Users (AT&T)

o may also allow publication of schedule and use of dedicated ground systems
o time of day variations (AT&T)

3. Further Automate the Entry, Change, and Conflict Resolution of Schedule Data
o semi-automated generation of shift requests with use of supportng decision
aids/large screen displays (CSOO)
o use of COTS technologies for distributed data management and distributed
work management,
o allow for the evoludonary introduction of co-operating expert systems

4. Automate the Inter-System Control Function
o introduce 1SC Managet and agents
o status monitored by exception without dedicated operators
o provide "big picture” status on demand
o perform automated end-to-end test (ATGT-CDOS-NASCOM-POCC) as a
standard part of the pre-pass co-ordinaton
o automated fault isolaton

o automated configuration parameter validation

5. Implement a Real-time / Non-Real time Partition of SNC Functionality
o non-real-time at GS
o integrate real-gme SNC with ATGT
o introduce stand-alone automated 1SC at GSFC

6. Introduce Automated Interface Management
o OSI view of network management
o use of COTS components
o automated interface management with ASN.1 compilers
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5.1. Real-time Versus Pre-planned Resource Allocation

Key Issue 1: WHAT PROCESSING/SCHEDULING IS DONE IN REAL-TIME
VERSLUS PRE-PLANNED? [WHY CAN'T IT BE LIKE THE TELEPHONE
NETWORK?]

The primary result derived from the analysis of this issue is that the Space
Network (SN) could be functonally operated in a demand access mode, but the ATDRSS
resources are inadequate to achieve a sufficiently low blocking probability such that users
are sadsfied. It is recommended that the SN be operated in a hybrid mode with an
increasing level of demand access waffic on the Muln-access (MA) service such that the
ongoing scheduling workload can be reduced and unforeseen needs can be readily
accommodated.

From a functional point of view, the current Second TDRSS Ground Terminal
tSTGT) is being designed to provide demand access within five minutes of receipt of a
request. Thus, the implementation complexity of a demand access scheme is not a major
1ssue. In fact. from an SN total system point of view it is less complex than pre-planned
access. Also, the external systems such as the Department of Defense (DoD) Lead Range
or the Jet Propulsion Lab (JPL) Deep Space Network (DSN) may still be operating in a
scheduled mode. which would force the SN to also schedule services for these networks.
Thus, the main points to be addressed are the performance that can be achieved and
interoperability with external systems.

The major distinctions between the SN and the telephone network are the number
of users, quantity of resources, and impact of a blocked call. In the telephone network
there is a large set of users competing for a large set of resources while in the SN there
are a small number of users competing for a small set of SN resources. When a call gets
blocked in the telephone network, it usually has a small effect on the user. In most cases.
the call is not time critical. Furthermore, the user can usually redial in a few minutes and
obtain service because with the large user population. a significant number of calls
terminate every minute to free up capacity. In the SN the service is time critical because
if not provided the users may miss a real-time science event or spacecraft maneuver. If
the user retries, it is less likely that another user has terminated service with the smail
user population. Even if the user could obtain service by retrying, it may be too late
because the command set could not be regenerated to reflect the new time epoch. Thus
in this environment, it is necessary that the SN provide a service with a very low
blocking probability.

In order to quandfy the performance of the SN, a set of simulations were
conducted comparing the performance of demand access and pre-planned access with
various resource partitions. These results indicate that the blocking probability can be
substantially reduced by pre-planning. For example, using an ATDRSS constellation
with six SA channels, the simulatons showed that 30% blocking resulted with demand
access while there was only 5% blocking with pre-planned schedule. All of the blocking
was on the SA service.

If all of the potential demand access users could be moved to the MA service,
then blocking could be reduced to less than 1%. Furthermore, if users could queue for
the demand access service, blocking could be further reduced to essentially zero.

The use of a short term schedule (8 hours) can theoretically reduce the blocking
significantly, but it does not allow adequate time for the users to perform activities like
modifying their command set if the assigned time is not exactly their requested time.
Thus, this is not a practical alternative.

W
1
(V3]



5.2 Information Interface

KEY ISSUE 2: WHAT IS THE USER-SYSTEM "INFORMATION
INTERFACE?"

The major new concepts resulting from this study relating to the "information
interface” are the on-line access to the composite schedule for a subset of the resources,
and the use of fluid scheduling. On-line access to the schedule is an especially important
concept for the MA service because it may provide users a major incentive to move from
the Single Access (SA) service to the enhanced MA service. Fluid scheduling is intended
to reduce the resource assignment complexity by not freezing the assignments untl
necessary.

Although it is envisioned that portions of the SN schedule will remain classified,
it is possible that a subset of the schedule may become unclassified by partitioning
resources. The resolution of this issue is beyond the scope of this study, but it allows for
the introduction of major new concepts. Currently users are quite frustrated upon receipt
of a reject notice in response to a schedule request without any explanation. By making
the schedule available, a large degree of user frustration can be alleviated. In particular,
in our user interviews, some users indicated a very high level of satisfacnon with the
scheduling of the old ground network whose schedule was published.

The scheduling process with on-line access would operate a centralized schedule
under the control of the SNC and resident in an SNC database with access to the relevant
users; copies of the schedule could be maintained in local Payload Operations Control
Center (POCCs). However, it could be supported with varying levels of information
distribution. At a minimum, the database would provide only the times available and
blocked: users could identify available dmes that would meet their needs.

At a second level, the scheduling database could provide the identities of the users
who have been allocated service. Thus users could co-ordinate and swap assignments.
In a broader context, users could be interconnected and provided access to the complete
scheduling and planning database of the other relevant users. To facilitate this approach,
a data interchange standard for mission planning and scheduling could be developed.
This would involve a data model based on an entity-reladonship structure. The
resolution of this issue requires further study.

The on-line access to the shuttle schedule may also help other users schedule
support time when the shuttle is flying. However, after launch the shuttle schedule is
predictable for approximately an 8 hour period. If a class of users who can utilize
ATDRSS resources with such short notice can be identified, then service to the users can
be improved.

The downside of resource partitioning is the degradation in performance. A set of
simulation analyses were performed to determine the impact of resource partitioning.
These results show that the major issue is the SA service capacity. However, in order to
utilize resource partitioning, it is clear that users should be moved to the MA service 1o
the extent practical.

In order to reduce the complexity of the scheduling it is recommended that a fluid
scheduling process be considered. Utilizing multiple freeze points, this concept,
emulates the "just in time" scheduling concept used in manufacturing. Since events are
not frozen untl necessary, the impact of changes is minimized. This will improve the
overall efficiency of SNC operation. Use of this concept is not intended to reduce the
necessary time for the users to generate their commands, but rather to not make it larger
than it has to be. The feasibility of this concept depends on whether:
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o a small number of freeze points can be identified with sufficient volume of
Tarfic associated with each,
5 the users with higher priority have predominantly the later freeze points such
‘hat thev would often pre-empt the users with earlier freeze points.
Rese points 1nvolve a more detatled analysis.

[n interviewing several users of the existing Network Control Center (NCOC),
several enhancements in the operation were suggested. While more evolutionary in
nature than new concepts, these suggestions need to be considered in planning the SNC.
These enhancements include suppornng modification of schedule enmies, modification of
sets of schedule entries (shuttle). and attempting to schedule support time in the muddle
of a specified window rather than at the edges. The latter point is especially important
because it will increase the use of window requests and provide the scheduling process
with more tlexibility in making assignments.

3.3 Control

KEY ISSUE: 3. HOW IS THE SYSTEM CONTROLLED (CENTRALIZED/
DISTRIBLTED)?

The primarv result denved from the analysis of this issue is that neither
centralized nor dismbuted control is best: rather. a hierarchical control scheme should be
:npoduced. The major new concept included is the formalization of the end-to-end
conuol and co-ordination funcoon currently done in the NCC.

In the analysis of this issue it was recognized that a simple distinction between
cenmalized and dismbuted control was not adequate. The structure of control elements
~eeded to be formulated and the functuons analyzed. Therefore, a control taxonomy was
Jerived (Appendix D) and applied to each of the OSI management functions.

As discussed in Section 2.5, the SNC functions can be categorized as:

0 STGT subsystem functions

0 wnter-svstem coneol (ISC) functions

o real-time SNC functions

o non-real-ume SNC functions

o gateway functions for the interconnection with the international partners.

The hierarchical control structure of these components is analyzed below. If resource
parutuons are employed with separate SNCs for each partidon, control would become
dismbuted. However, the control would be hierarchical within each SNC as described
helow.

The management of the Advanced TDRSS Ground Terminal (ATGT) will be very
complex. Currenty the White Sands Complex (WSC) provides reliable service once a
user gets access to it. With the introduction of STGT, this will likely improve based on
our high level review of STGT. Therefore, this study builds on the control structure
proposed for STGT rather than changes it. The STGT subsystem funcdons should
remain resident in ATGT.

[n this approach ATGT will have primary responsibility for the major
management funcuons that it is currently performing and will report summary status to
the SNC function and ISC function. The non-real-time SNC functdon would sall
generate the schedule and perform the high level resource allocaton of users to satellites
and antennas. This information would be periodically forwarded to the ATGT that would
perform the allocadon of ground assets to contacts. ATGT would perform fault
detection. isolation, and repair of its assets and report status to a higher level for inter-
svstem conmol. How ATGT performs its fault management and isolaton is transparent
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to the higher layers, i.e., its operation is "encapsulated.” Similarly, the real-time SNC
function would perform the high level resource assignment for demand access requests
while the ATGT perform the allocation of ground assets.

This inter-system conwol function would be responsible for the co-ordination,
cather actual control, of the SN, Customer Data Operations (CDOS), NASCOM, ATGT,.
user POCCs, and other external systems. Its focus will be on the interoperation of these
systems rather than on their internal operation. The ISC structure will consist of:

o an ISC manager for the overall co-ordination of the systems and ISC

o agents resident in each of the systems to perform monitoring, test, and reporting

under the direction of the ISC manager.

The major ISC functions are the end-to-end real-time management of faults and
performance. In particular, it will be the centralized location where an operator can
obtain the "big picture” of the end-to-end real-time system status. Other functions may
be added, such as an integrated accounung system, but these are viewed as less crucial to
the successful operation of the SN.

The remaining SN conwol function is the gateway funcdon providing the
interconnection of the SN with the international partners. This consists of
communications functions equivalent to those specified in the OSI Reference Model, and
potentially, a message translauon function. This would also be controlled by the ISC.

The automation, allocation, residency, and integradon with ATGT of these
functions are addressed under key issues 4, 5 and 6.

5.4 Automation

KEY ISSUE 4: WHAT PROCESSING IS AUTOMATED VERSUS MANUAL?
o USER SERVICES
o OPERATIONS AND MAINTENANCE

The major results from the analysis of this issue are that increasing levels of
automation can be introduced into the SN for both user scheduling, network operations
activity as well as the generation of interface software.

In the scheduling area, the handling of conflicts by voice co-ordination would be
largely replaced in an incremental fashion with the automated generaton of shift
requests, distributed data management to concurrently update schedules, distributed work
management to co-ordinate the handling of the shift requests by people, and ultimately by
the introducton of co-operating expert systems to €xecute the shift requests. The order
of incremental introduction of these technologies would be defined in terms of increasing
risks. With current technology, the user acceptance of distributed work management and
the maturity of co-operating expert systems are the biggest risks. Therefore, the inidal
capability would be to provide the distributed data management of the schedule data and
the automated generation of shift requests. This would be followed by the introduction
of distributed work management and later by co-operating expert systems.

In the operadons area, the concept of an inter-system control center is
recommended with the automated monitoring and analysis of the network being
performed on an exception basis such that operators are only notified when 2 problem
detected. An operator will be assigned to each contact to ensure that the quality of SN
service is maintained, but the operator will be supporting multiple contacts concurrently.
In order to do this, the operator must be able to obtain the "big picture" of the real-ume
system status on demand. The capabilities envisioned to be automated are pre-pass
testing by the ISC agents, reporting of summary status by the ISC agents to the ISC
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manager, analysis of the status data by the ISC manager. generation of alerts by the ISC
manager. and display of the system status by the [SC manager.

The automation of the ISC is based on the OSI concept of a Management
Information Base (MIB) for each interface being monitored to define the objects being
managed. At the current time, the standardization process has only defined MIBs for
components rather than systems. Thus, this is a risk area that needs near term attention
because the systems being coordinated are preceding the SNC in their development.

Monitoring by exception is a major change in the operatons concept from the
exisang NCC concept as there will no longer be operators dedicated solely to each pass.
Although all of the satellite data collection facilities surveyed had an operator watching
each pass, monitoring by exception is achievable with current technology. Since it has
not been done, there is a significant nsk involved. The first concern is the user
acceptance of this approach: locating the ISC operators at Goddard Space Flight Center
(GSFC) may facilitate this acceptance. Second. it is imperative that the infrastructure be
introduced to support the distributed data management of the ATDRSS configuration so
that the SNC and the POCC have the same configuration parameters; operators will not
have the time to sort out these parameters under the new concept. Third, the handling of
the perturbations introduced by the shuttle will have to be sreamlined. This can be done
by allowing the users on-line access 10 a selected subset of the SNC schedule (as
discussed in Section 5.3) and using a standby schedule.

[t is envisioned that the communications interface software will be largely off-
the-shelf OSI based software. This will enable the use of ASN.1 compilers to generate
new encoding/decoding software when interfaces are modified. This will make changing
interfaces simple and efficient, which could be extremely valuable in developing
interfaces for the international partners.

5.5 Residency

KEY ISSUE 5: WHERE IS THE DATA PROCESSING PERFORMED?
WHERE IS THE DATA STORED?

The major conclusions of this analysis are that the STGT subsystem functions
should be remain resident in the ATGT at the WSC and the non-real-time SNC functions
should be resident at GSFC in close proximity to the user POCCs. The location of the
real-ume SNC and ISC functions are dependent upon whether they should be integrated
tnto other systems and are discussed under Key Issue 6 in Secton 5.6. The location of
the internatonal gateway is not a driving issue and is left TBD.

As discussed in Section 5.4, many of the SNC functions were assigned to the
ATGT. The guiding principle in doing this assignment was "encapsulation” such that the
low level control functons could be performed near the components being controlled
with only higher level status being reported to higher levels. The overall ratonale for
this approach is that:

o the complexity of the SN dictates the use of a such an approach

0 existing service availability is excellent

0 management approach for the STGT looks very good and will only improve

service.
Thus, there is no rationale to migrate functions from the STGT in the ATGT era or to
even consider the specifics of how STGT/ATGT performs them.

The non-real time subsystem, primarily performing the resource allocation
function, would be located at GSFC. This is recommended because the schedule
processing functions are functionally different (transaction processing vs. real-ume
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handling of demand access requests. Since the existing ground terminal already validates
commands. this function should be integrated into ATGT. The tradeoffs associated with
the integration of the demand access function are more complex and depend on specific
funcuonality. First, a single point of processing in ATGT would have to be established
t0 allocate resources so the user would not have to know which ground terminal to
access. this requires an upgrade to the STGT architecture. Second, if demand access is a
simple function providing service on a First In First Out (FIFO) basis, then it is
reasonable to integrate it into the ATGT. However, this function will be more complex 1f
queueing of demand access requests is performed. and the real-time SNC performs some
‘look ahead” processing in order to optimally allocate SN resources. In this case, it is
less atracuve to integrate demand access into ATGT. In general, the integration of SNC
components into ATGT will provide limits on the flexibility and expandability of the
SNC.

Another major issue to be considered in this analysis is the upgrading of the
STGT secunty functionality. If the real-time SNC funcdons are integrated into ATGT,
then ATGT will communicate directly with unclassified POCCs in a transaction mode.
Since STGT does not have this capability, its security architecture will have to be
upgraded with the introduction of a Restricted Access Processor. This introduces some
nsk.

To resolve this issue. a more detailed design analysis of the integraton
complexity and performance is required. This would involve an analysis of the software
hardware integration complexity and the capacity of the ATGT processors and Local
Area Networks (LAN5).

The issues associated with the integration of the ISC into the ATGT are similar.
The STGT is planning to perform a real-time test of its equipment prior to each pass.
This could be extended to perform the end-to-end pre-pass test discussed in Section 5.4.
However. the risks involve retrofitting security and the integraton complexity as
Jiscussed above. ATGT will be a classified system and would have to be enhanced to
pertorm co-ordination with unclassified systems.

The other major issue associated with the integration of the ISC into the ATGT
concerns transigon. As discussed in Section 3.2, it is intended to modify the SNC
operations concept to a monitor by exception mode. To facilitate this tansition, it would
be desirable to have the ISC located at GSFC such that inter-personal communication
between [SC and user personnel on either a periodic (e.g., weekly) or emergency basis
would be easier.

CDOS is being designed to accommodate only Consultive Committee for
[nternagonal Telegraph and Telephone (CCSDS) missions while the ISC must
accommodate non-CCSDS missions as weil. On the other hand, NASCOM II will be a
general unlity supporting applicatons other than SN, but it will be providing only a basic
communications service. Thus major enhancements would be required for integration of
the [SC into either CDOS or NASCOM II. Furthermore, the ISC may be a classified
system while CDOS and NASCOM I are unclassified systems; it would be undesirable
to extend the security requirements into CDOS and NASCOM. Therefore, these
approaches are not recommended.

Historically, the NCC has performed the ISC functions manually. Furthermore,
the [SC functions could be integrated into the real-time SNC design from the ground up
rather than rewrofitted into the designs of other systems. Thus, it is attractive to integrate
their automation into the real-ime SNC providing the latter is not integrated into the
ATGT.
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5.7 Systems Impact
5.7.1 Infrastructure Support

The major infrastructure capabilities required to support the alternatives
recommended above are dismibuted data management, distributed work management,
and OS] communications. These capabilities are described in Section 3.4

§.7.2 Other NASA Systems

Both service users and providers will be affected by the concepts formulated in
this study. The primary alternative recommended above affecting other provider
systems is the automation of the ISC functionality. They major modifications would be
the establishment of a MIB defining inter-system reporting and automation of the ISC
agent in these systems for monitoring, test. and reporting.

The user POCCs would be similarly affected by the ISC automation. Also, since
ISC would monitor by exception, there would not be routine communication between the
SNC and user during a pass. Instead, communication would only be required to handle
exception conditions. With this mode of operation, the pre-pass test as well as other
monitoring would now be automated.



APPENDIX A
SNC FUNCTIONAL DECOMPOSITION

I. ADMINISTER SN
A, Co-ordinate SN Organizational [nterfaces

1. Co-ordinate interfaces berween SN subsystems
1) Goddard SNC subsysiems (if applicable)
b ATGT
2) WSC SNC subsystems if applicable)
4y Ground Network Stauons : GNi)
¢1 [nternanonal Message Transfer (SMT)
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. Co-ordinate interfaces with other MO&DSD systems
3) CDOS
b1 Space Data Processing Facibty (SDPF)
21 NASCOM
d) Flight Dynamics Facdity (FDF)

3. Co-ordinate interfaces with non MO&DSD service providers
1) DoD Lead Ranges (LRi)
b) Deep Space Network (DSN)
<) ESA ( as a service provider)
1) NASDA (as a service provider)

-

. Co-ordinate interfaces with users
a) U'S POCCs
b) ESA
<) NASDA
d) Other Internauonal users providers

3. Mainuain Authorized User Database (excluding sensidve/classified
informaaon)

a) User name, [Ds, contact informaaon etc.

b) Project SORD (includes negouated/projected SN usage)

¢) Configuranon Codes for different service types

6. Establish security policies
a) [dentify and define secunity events that require logging
b) Establish policies for informauon exchange with external systems
¢) Access Conaol policy
d) Accountability (audit reporung)
2) Assurance policy

B. Provide Technical Operations Direction
1. Co-ordinate SN Systems Engineering & Planning
2. Establish availability objectives

1) [denafy SN fault events to be managed
b) Establish maintenance policies/procedures/schedules etc.



3. Establish performance objectves (QOS and resource utilization)
a) Identify SN services and resources for which performance \nformaton will be

collected
b) Dismbute performance data reported by SN subsystems

4. Establish resource allocaton policies/guidelines for resolving conflicting
requests
a) [denafy SN resources that require explicit allocaton/reservation

5. Idendfy sub-system (ATGT or GNi) resources that will be managed
dynamically by the sub-systems themselves.

6. Establish security procedures
a) [denufy SN resources that require explicit security management
b) Classify SN resources/services according to the secunty policy

C. Manage SN Human Resources

—

_ Recruit Staff

(B9 ]

_ Allocate Staff

(V8

_ Administer Personnel

4. Oversee Training and Certificadon

U

. Administer career planning
6. Manage security clearances
D. Perform SN fiscal planning

1. Collect SN costs
a) Human Resources costs
b) Equipment, faciliues and services costs

2. Obtain resource udlizagon informadon
a) historical data
b) future utilization/demand projections

3. Establish chargeback/billing policies, i.¢. different rates for different service
types

4. Establish accounting management objectives, report formats, reporing
frequency (period) etc.

5. Compare actual usage/actvity against negotated/projected usage and take
necessary corrective acdons, if anomalies found



II. OPERATE SN
A. Provide User Services

1. Receive “scheduled space-ground service event’ request from "Manage
Resource Allocauon . validate request and venify availability of necessary
subsystem resources

a) SSA Forward Service (SSAF)

b) SSA Return Service 1SSAR)

¢) KuSA Forward Service (KSAF)

J) KuSA Return Service : KSAR)

2) KaSA Forward Service

) KaSA Remurn Service

Z) Tracking Service

hy Mulaple Access Service { MA)

1) S-band conungency service

1) Ground Network iGN) services

12

. Provide SMT services for intemadonal parmers

. Pre-event co-ordinanon
1) Confirmyvenfy ‘service event parameters’ with the requesting user sysiem
b) Noufy external service providers
<) Assign, intualize and acuvate necessary SN resources
d) Perform end-to-end (loopback/path) tests with external systems
2) [nform "Manage Resource Allocation” if the tests fail and the scheduled service cannot
be provided

(9]

b

. Provide the acknowledged service
a) Activate all necessary SN resources at event start
b) Signal end of event to all external systems
¢) Release ATGT/ATDRSS resources at end of event
d) Signal end of event to "Manage Resource Allocation”
¢) Post-event co-ordinadon; provide event summary record/information to “Manage
Accounang”, “Manage Resource Allocation”, CDOS and the "User System’

e
]
(V]



B. Manage Configuration
1. Maintain SN resource allocation Rules Database

> Maintain Planned Resource Availability Database
a) resources (aken) out of service
b) resources already reserved/allocated
¢) resources available for allocanon

3. Maintain Preplanned Service Request Database and Scheduled Service
Event Database
a) Receive. validate. log and acknowledge preplanned SN service requests -
new/cancellauon/change
a) External users (US POCCs and Int users)
b) Intermal SN users
{1} Stmulation and tesung
(2) Systemn upgrades
(3) Maintenance
b) Translate genenc/flexibie service requests tnto specific service events
¢) Negouate resource availability/allocauon among all requestors using the Rules
Database, log negouagons record
d) Schedule service and allocate/reserve SN resources for the service events
(ATGT/ATDRSS. GNi, SMT), log and provide event schedule o the requestor
¢) Publish weekly/monthly projected plans for other service providers (CDOS,
NASCOM. ESA, NASDA, DSN, DOD LRs and FDF)
f) provide penodic request summary (past. funure, performance metric) reports
g) provide on-demand reports

4. Manage On-demand Service Request
a) Receive, validate, log and acknowledge on-demand SN service requests
b) Receive, validate, log and acknowledge service parameter set-up/change requests
¢) provide penodic request summary (past. future, performance memic) reports
d) provide on-demand reports

5. Manage subsystem Dynamic Configuradon
a) Collect sub-system state information (e.g. in use resources during an event)
b) Store and maintain sub-system State Database (including history)
¢) Control the sub-system state - receive and process requests for state change(s) from
“Provide User Services”, "Manage Faults”, and "Manage Security”
d) Present the sub-system staie



C. Manage Faults

1. Monitor (detect). reporvdisplay and record subsystem fault events (Errors,
Alarms. Alerts, Anamolies/Unusual rends)

1) perform penodic subsystem d1agnosucs tests

5, obuain mformaton on fault events from lower level module/componentlayer

management cnuues

<) mauntain subsvstem Fault Event Databases

4) maintan exiernal system [nterface VIBs

2) real-ume Tend displays and alarms

1 perodic summary reports incl MTBF, MTTR

2) On-demand reports in response to specific requests

2. Analyze subsystem fault event informanon

1) Trace and denufy fauits

b) Iniuate correcnon of fault(s) including ATDRSS [nterference Resoluuon
o) Report fatlures that unpact QOS to system 'Fault Manager' and "Dynamic
Configurauon Manager’

(V)

. Perform layer management (for OSI layers 2 and 3) with external peer systems

R

. Manage I[nter-system Faults

a) Obtain external system [nterface MIB information from SN subsystems

b) Obtain Interface MIB informauon from external systems

c) Compare. analyze the MIBs for anomalies and other fauit indicauons/trends

4) Obrain QOS fault event information from SN subsystems

2) Obtain QOS fault event informanon from external subsystems

1) Analyze fault event information and trend indicators and intuate correcuve acuons
a) direct SN subsystems
b) co-ordinate corrective actions with external system fault
managers



D. Manage Performance

1. Monitor subsystem performance
a) Collect stausucal information under normal condigons
a) Quality of service parameters (QOS)
b) Resource utilization
b) Record and maintain subsystem Performance Databases
¢) Report subsystem performance
a) real-time trend displays and alarms
b) pertodic summary reports
¢) on-demand historical or special reports
d) Analyze subsystem performance stansucs for performance anamolies/botuenecks and
other performance wends/indicators
a) real-ume/short-term trends
b) Initiate real-time corrective actions as needed
¢) long-term trends
¢) Send long term planning input to Tech Ops

2. Plan and perform subsystem performance tests and simulatgons
a) Submit service requests for allocation of resources
b) Collect QOS and resource unlization information under congolled condigons
¢) Record and maintan Performance Test Resuits Database
d) Analyze aggregate test results and provide planmung input o Tech Ops

3. Monitor end-to-end real-time performance
a) Obtain external system Interface MIB information from SN subsystems
b) Obtain Interface MIB information from external systems
¢) Analyze the MIBs for performance anamolies/bottienecks and other performance
indicatons/aends
a) real-time/short-term trends
b) long-term trends
d) Direct systems to insert gacer messages and collect ransit delay information
¢) Analyze transit delay informauon to predicvisolate ransit bortlenecks
a) real-time/short-term trends
b) long-term trends
f) Initiate real-time corrective actions, when needed
a) direct SN subsystems
b} co-ordinate corrective actions with external system managers
g) Send long term planning tnput to Tech Ops



E. Manage Security

1. Manage SN Security
1) Mainain and manage Security Administration Database including user
oroftiles. key management (nformauon, audit cntena etc.)
) Provide secunty adminiszrauon informagon to SN subsystems
21 Collect. record and mainain Security Event/Audit Database
1) Analyze secunty event information and produce audit reports
¢) Plan and perform SN secunty tests/simulauons

2. Provide subsystem secunty
1) Secure classified informauon/assets
a) Access Control (e.g. Guard Processor)
b} Encryption
5) Monuor and Report ‘secunty events” to SNC
a) Authortzed access/usage
b) Failed attempts

()

. Manage Inter-system Security
1) Exchange secunity admuniszagon informadon (such as SDNS credennals) with
2xtermnal svstems as applicable/appropnate
b) End-to-end secunty tests and simulatons
a) Plan and co-ordinate tests with external systems
b) Submit test service request to ‘Manage Resource Allocation’
¢) Obtain resuits {rom SN subsystems and external subsystems

d) Analyze aggregate test results and publish findings
e) [nitjate corrective actions



F. Manage Accounting

1. Maintain the Rate Database using the chargeback/ billing policies
a) pre-planned service rates
b) on-demand service rates
¢) urgenvdisrupuve service rates
d) cancellanon/change charges

19

_Collect. record and maintain SN Resource Utilization Database
2) SN subsystem resource unlizauon (from “Provide User Services™)
b) Report resource uulizanon by eveny(s), by user, by user group etc.
a) Pertodic reporting
b) On-demand reporting in response to specific requests

LI

. Report end-to-end resource udlizanon
a) Collect. record and maintamn External system resource ualizauon
measurements/charges
b) Compute and report consolidated charges by event(s), by user, by user group etc.
a) Pertodic reporting
b) On-demand reporting in response to specific requests



[1I. SUSTAINING ENGINEERING
A. Inter-system Interface Configuration Management
B. Simulate and test SN (for system upgrades etc.)

\. SN Simulanon and Tests
3) Planning
b Request allocauon of resources to conduct sumulagon/test acuvites
o) [rutate Tests and collect test results
1) Analyze and publish test results

-. End-t0-end simulauon and tests
1) Planning
b1 Request allocauon of resources to conduct stmulagon/test acuvities
<1 [nuuate Tests and collect test results
d) Analyze and publish test results

C. Maintain SN

. Maintain SN hardware
1) Perform penodic preventive maintenance
5) Perform correcuve maintenance

2. Maintain SN software
1) [denafy software problems
5) Modify/update software

3. Statc Configuraton Management (such as DOD 483A - hardware/software
model/version number, physical location of nodes, tvpes of nodes,
applicanons/funcdons supported by vanious nodes. protocol sets supported etc. )
1) Hardware CM
b) Software CM

+. Maintain security services/mechanisms (system upgrades etc.)

5. Provide Integrated Logistcs Support(ILS)
a)Manage ILS
b) Provide SN supply support
¢) Provide SN Technical Data and Documentauon
d) Provide packaging, handling, storage and transporation including secunty
consideragons
¢) Provide SN operation and maintenance training
f) Provide SN support and test equpment
) Provide SN facilities support
h) Secure Physical facilities, equipment et
a) Access Control @ WSC
b) Access Control @ Goddard SNC
1} Provide SN logistcs informaaon and computer resources management

D. Provide SN staff training excluding that covered under ILS

E. SN User liason/training

-2






APPENDIX B
Abstract Analogues

One of the prelimunary tasks of the SNC study was the execution of an eleczonic
.terature search in the area of resource allocaton. The goal of this was to idenofy existung
svsterns and capabilines that addressed scheduling and pianmung problems that could be readily
mapped :nto the SNC domain. [n additon. abstract analogues. based on a mathematcal
ipsaacaon, were identfied and reviewed 1n an attempt o0 gain insight into how simular, but non-
:somorphic. problems were handled.

Several hasic analogues were identified including: _
0 the allocanion of space to physical items (e.g., components and routes on a printed circuit
board);
0 the allocanon of physical resources (e.g.. tasks to processors in a hard real-time computng
environment); and _ -
0 the allocanon of ume slots (e.g., aircraft landing ames).

The inioal analysis of the abstract analogues idendfied several characteristcs that could
Se related o the SNC problem. These charactenstics pnmanly dealt with how some pordon of
the allocanon problem was specificaily handled by the analogue. For example, it was nodced
that several of the analogues employed muluple allocamon policies in order to maximize
resource utilizanon. Specifically, printed circuit board routers use different algorithms to route
regular partemns (e.g., memory buses) versus more unstructured connection sequences, and phone
calls are routed differently based on the ame of day.

However, the specifics of the allocanon policies used by the analogues varied slightly
w1th 3 hardest-first’ or highest priority-first’ policy typically in use. This includes giving landing
siot preference to airplanes with the longest tlight ume and scheduling the highest priority task in
1 computer processing system first. For the most part. these analogous systems also including a
~ethod for request priorides to be altered o retlect changes in request status. For example, a
Tight running low on fuel would be granted a landing slot ahead of others, or a task's prionty
would be increased as it approached a processing deadline. An alternadve to these was the “just
:n ame’” scheduling used in job shop environments in an attempt to complete a production item
;ust when it 1s needed. This is because compledon of the item t00 soon inroduces unnecessary
storage costs. while completdon too late can cost future business. All of these alternatdves were
considered as part of the analysis of the SNC resource allocadon funcdon.

Another characteristic common across the analogues was the use of process sensitve
memrics o evaluate the success of the resource allocaton process. These metrics fall into two
2asic classes, percent of requests sausfied and total udlizanon of resources. Similar memics are
suggested for inclusion in the SNC system to validate the udlity of alternate allocation policies
and architectrures (i.e. resource parttioning).

Results:

The results of the abstract analogue analysis effort, as reflected in Table B-1, shows that
the SNC resource allocaton problem is somewhat unique. None of the identified analogues
exacdy fit the characterisdcs of the SNC resource allocadon problem. However, as presented
above, the analogues did suggest several innovatve concepts to addressing potendal SNC
problems.

Specific suggestons. and the section of this report that they affected, are as follows:

1) Muldple resource allocation policies should be considered in the scheduling of events. The
policy being used at any one dme may vary based on time of day, pending shuttle launch.
or other perunent decision criteria. Specifically, a mixture of scheduled and demand
access polices may be appropnate for the SN. {Section 3.2.6, Hybrid Access Allocanon}

PRECEDING PAGE BLANK NOT FILMEL



2) A course to fine granulanty in scheduling (i.e. demand leveling) may help resolve
scheduling conflicts in a more tmely manner and increase resource ualizadon and
scheduling efficiency. {Section 3.2.2, Pre-planned}

3) Commiting to events at the latest possible rime may reduce the number of changes needed
to develop a schedule and make the scheduling process nore efficeint. {Secton 3.2.2.2
Fluid Scheduling Funcdonality}

4) The parudoming of resources into Sets. based on user needs, may improve scheduling
performance with limited impact on resource udlization. {Secton 3.2.5, Resource
Parddoning}

5) A 'variable' request priority scheme, based for example on function to be performed, may
allow fairer access to network resources.

6) The applicaton of a constraint relaxadon method of user event specification (i.e. ume
window with the request) may reduce the number of schedule changes needed by
allowing the automaac shifting of requests to maximize resource utilizadon. {Secton
3.2.2.2 Fluid Scheduling Funcuonality}

7) Stand-by events may be allowed to exist in situations where scheduled time is typically
unused (e.g.. slips in shuttle launch rime). {Secton 3.2.2, Pre-planned}

3) The identfication and use of meaningful evaluadon metrics to assess the ~asic operaaon
zm;il the affect of modificadons to the network operadons will provide a objective basis of
analysis.

These concepts were found to be very useful in formulating alternative SNC resource allocation
schemes.

3 Y]
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Appendix C: Summary ot Site Visits

'a order 0 identify new concepts and technologies for incorporation into the
SNC. =2 “oilowing sites were visited:

> Aur Force Consolidazed Space Operations Center (CSOC)

y Naval Cround Station at Blossom Point

5> AT&T Network Operations Cznter

o GTE SoaceNet, COMSAT, and INTELSAT
Tre mussion of the CSOC 1nd Blossom Point faculities is satellite data collection
wnle the other facilites and telecommunications camers. [n addition, to these sites
1@ NASA zround system it White Sands. New Mexico was also visited.

The ey concepts derived from these visits are summanzed in Table C-1
‘v nuie the findings for 2ach of the visits are summanzed in the individual site visit

wttlize centralized control of thewr networks. AT&T utilizes hierarchical control with
the local sites responsible for detection, 1solation, and correction and fault
condizons witle the central site assists in the detection and is able to reroute traffic
iround failed sites.

From a functional view, the CSOC and Blossom Point Ground Station were
‘necloset 1o the NASA SNC. However, thetr utility was limited in this study because
e CSOC s less automated :han the NASA ind Blossom Pointis small self-
contained operation with munimal resource coatlict.

Details of the visits 10 these sites are presented in the templates.

REDUCED PLANNING WINDOW TIME HORIZON (CSOC, GTE, 3P
OPEN BOOKING SYSTEM (GTE. COMSAT

FLUTD SCHEDULING (CSOQ)

ALLOCATION BY TIME OF DAY PARTITION (AT&TD

LARGE SCREEN DISPLAY OF SCHEDULE (CSOQO)
HIERARCHICAL NETWORK MANAGEMENT (AT&T)

RESOURCE PARTITIONING (AT&T. GTE)

CENTRALIZED CONTROL (ALL WITH CSOC MOVING TOWARDS
CENTRALZATION)

MONITOR BY EXCEPTION - COMMUNICATIONS CARRIERS BUT NOT DoD
SATELLITE DATA COLLECTION

COLOR CODED FAULT DIAGNOSTIC TREES (BP)

Table C-1: SUMMARY OF KEY POINTS FROM SITE VISITS






ORGANIZATION: AF CSCC

1. CLASS: SATELLITE DATA COLLECTICON

2. RESOURCE
TYPE: 13 EARTH STATIONS AND COMMUNICATIONS LINKS
QUANTITIES: SMALL
DEMANDS: MULTIPLE CONCURRENT

3. TRAFFIC TYPES
HEALTH & SAFETY: YES
PAYLOAD: SCME

4. TRAFFIC YOLUME: 10.000 SUPPORTS PER MONTH WITH 40%
RECEIVED DAY OF EVENT

5. SCHEDULING ENVIRONMENT: PRE-PLANNED BUT MANY CHANGES
RIGHT UP TO TIME OF SATELLITE CONTACT; USE 3 DAY FLANNING
HORIZON AND PUBLISH SCHEDULE EVERY DAY

6. TIME CONSTRAINTS: FIXED TIME AND WINDOW

7. FAULT MANAGEMENT
LOCAL: LIMITED CAPABILITY AT GROUND STATION
REMOTE: 15 MINUTE PRE-PASS TESTS CO-ORDINATED FROM
CONTROL CENTERS AT FALCON OR ONIZUKA AFBs
RECONFIGURATION: GROUND SYSTEMS CONTROLLED REMOTELY

8. SYSTEM OF SYSTEMS: YES. REMOTE ANTENNAS/GROUND STATIONS
AND COMMUNICATIONS FACILITIES






ORGANIZATION: AF CSOC (CONTINUED)

9. COMMENTS:

o CURRENTLY USE MANUAL SCHEDULING WITH 84 FOQT "BUTCHER
BLCCK" PAPER WITH MANUAL CONFLICT RESOLUTION; SCHEDULED IS
LUNCLASSIFIED WITH MISSIONS IDENTIFIED ONLY BY "IRO" NUMBER

o USE MANUAL VERSION OF FLUID SCHEDULING B8Y ALLOCATING
"HARDEST FIRST"

o MIGRATING TO AUTOMATING SCHEDULING PROCESS WITH ASTRO. A
TOOL WITH LARGE SCRREN DISPLAY OF SCHEDULE AND AIDS TO
SHOW VISIBILITIES, GENERATE INITIAL SCHEDULE, AND IDENTIFY
CCNFLICTS

o MANUAL PATCHING AND SWITCHING

o MOVING FROM A DISTRIBUTED ARCHITECTURE TO A MORE
CENTRALIZED ARCHITECTURE. COMPUTING RESOURCES HAVE BEEN
MOVED FROM ANTENNA SITES TO CONTROL CENTERS AT FALCON
AFB AND ONIZUKA AFB. CONTROL FUNCTIONS ARE PERFORMED AT
BOTH ONIZUKA (PRIMARY) AND FALCON BUT WILL ULTIMATELY
BECOME OVERALL CONTROL CENTER.

o ULTIMATELY EXPECT TO IMPLEMENT BASCH, A SCHEDULING SYSTEM
TO BE RESIDNET ON IBM 3080 HOSTS, BUT THIS IS NOT EXPECTED
UNTIL 1992 AT EARLIEST FOR MINIMAL CAPABILITY.






ORGANIZATION: NAVAL GROUND STATION AT BLOSSOM POINT

1. CLASS: SATELLITE DATA COLLECTION

2. RESOURCE
TYPE: SATELLITE GROUND STATION ANTENNAS AT CONTROL
CENTER SITE
QUANTITIES: SMALL- SUPPORT 8 LINKS CONCURRENTLY FOR 14
SATELLITES
DEMANDS: SINGLE

3. TRAFFIC TYPE
HEALTH & SAFETY YES
PAYLOAD SCOME

4. TRAFFIC VOLUME: LIGHT - 20 MINUTES BETWEEN PASSES
5. SCHEDULING ENVIRONMENT: PRE-PLANNED
6. TIME CONSTRAINTS: FIXED TIME AND WINDOW

7. FAULT MANAGEMENT: ALL RESOURCES FOR CONTRCL OF GROUND
STATION ARE LOCAL; MONITOR BY EXCEPTION; NO PRE-PASS TEST

8. SYSTEM OF SYSTEMS: NO

9. COMMENTS: 80% OF THE TRAFFIC CORRESPONDS TO A SINGLE
MISSION WHICH USES AN AUTOMATED SCHEDULING TOOL. THE INPUTS
TO THIS MODEL INCLUDE SPACECRAFT STATE, MISSION, TASKING, AND
MODELS OF THE SPACECRAFT (THERMAL, POWER ETC.). SOME
MANUAL "DECONFLICTION" IS STILL REQUIRED BUT THIS IS GENERALLY
MINIMAL.






ORGANIZATION: AT&T NETWORK CPERATICONS CENTER (NOC)

1 CLASS: OCMESTIC TELECOMMUNICATIONS CARRIER

2. RESOURCE
TYPE: TELEPHONE TRUNKS
QUANTITIES: LARGE
DEMANDS: MULTIPLE CONCURRENT

3. TRAFFIC TYPE
HEALTH & SAFETY NO - separate signaling system
PAYLOAD ALL

4. TRAFFIC VOLUME
130,000.000 CALLS PER DAY ON SWITCHED NETWORK

50% USE 800 SERVICE

5. SCHEDULING ENVIRONMENT: REAL-TIME WITH PREPLANNED ROUTES
VARIED BY TIME OF DAY PLUS DYNAMIC ROUTES

6. TIME CONSTRAINTS: NOT APPLICABLE - USER RETRY

7. FAULT MANAGEMENT
LOCAL: RETURNS STATUS REPORTS TO NOC EVERY 5 MINUTES
REMOTE: NOC MONITORS TRAFFIC PATTERNS
RECONFIGURATION: REROUTING PERFORMED BY CENTRALIZED
NODE BUT LOCAL NODE MANAGES ITS CONFIGURATION

8. SYSTEM OF SYSTEMS: NO

9. COMMENT: MAINTAIN A PARTITION OF RESOURCES FOR SWITCHED
NETWORK AND LEASED CIRCUITS. THIS PARTITION IS BEING
LESSENED WITH THE INTRODUCTION OF THE "SOFTWARE DEFINED
NETWORK."






ORGANIZATION: COMSAT

1. CLASS: DOMESTIC COMMUNICATIONS CARRIER WITH INTELSAT
INTERCONNECTICON

2. RESOURCE
TYPE: VOICE, DATA, AND VIDEO CHANNELS
QUANTITIES: MEDIUM
DEMANDS: SINGLE

e d

3. TRAFFIC TYPE
HEALTH & SAFETY: YES FCR COMMUNICATIONS SATELLITE
PAYLOAD: MONITORED ONLY

4. TRAFFIC VOLUME: NOT APPLICABLE

5. SCHEDULING ENVIRONMENT: PRE-PLANNED

5. TIME CONSTRAINTS: FIXED TIME

6. FAULT MANAGEMENT: CENTRALIZED AT WASHINGTCN, D.C.
CONTROL CENTER

7. SYSTEM OF SYSTEMS: TO SOME EXTENT WITH INTEROPERATION
WITH NATIONAL CARRIERS

8. COMMENTS:






ORGANIZATION: GTE SPACENET

1. CLASS: COMMERCIAL CCMMUNICATIONS CARRIER

2. RESOURCE
TYPE: VOICE AND VIDEQ CHANNELS WITH FUTURE DATA SERVICE
QUANTITIES: MEDIUM
DEMANDS: SINGLE

3. TRAFFIC TYPE
HEALTH & SAFETY: YES FOR COMMUNICATIONS SATELLITE
PAYLOAD: MONITORED BUT DELIVERED VIA USER GROUND

STATION

4. TRAFFIC VOLUME

5. SCHEDULING ENVIRONMENT
REAL-TIME: ONLY FOR FUTURE DATA SERVICE
PRE-PLANNED: VOICE CHANNELS LEASED IN ADVANCE, BUT
AUTOMATED BOOKING SYSTEM WITH 3 DAY TIME CLOSING
TIME ALLOCATES VIDEO

6. TIME CONSTRAINTS: FIXED TIME

7. FAULT MANAGEMENT: PERFORMED CENTRALLY AT McLEAN
CONTROL CENTER. PERSONNEL AT REMOTE SITES TAKE ACTION
INDEPENDENTLY ONLY IN EMERGENCY.

8. SYSTEM OF SYSTEMS: NO

9. COMMENTS:

o VIDEQ BOOKING SYSTEM, REFERRED TO AS STRATS, PROVIDES
REMOTE ACCESS TO CUSTOMERS AND IS RESIDENT ON A PC CLASS
MACHINE

o VIDEO BOOKINGS BECOME FIXED 3 DAYS IN ADVANCE AT WHICH TIME
USERS WILL BE BILLED; HOWEVER, RESERVATIONS MAY BE MADE
MONTHS IN ADVANCE

o VIDEQO SYSTEM PROVIDES INTEGRATED SYSTEM FOR BOOKING,
CPERATION, AND SCHEDULING






ORGANIZATION: INTELSAT

1. CLASS: INTERNATIONAL COMMUNICATIONS CARRIER

2. RESOURCE
TYPE: VOICE, DATA, AND VIDEQ CHANNELS
QUANTITIES: MEDIUM
DEMANDS: SINGLE

3. TRAFFIC TYPE
HEALTH & SAFETY: YES FOR CCMMUNICATIONS SATELLITE
PAYLOAD: MONITORED ONLY

4. TRAFFIC VOLUME:

5. SCHEDULING ENVIRONMENT: PRE-PLANNED

6. TIME CONSTRAINTS: FIXED TIME

7. FAULT MANAGEMENT: CENTRALIZED AT WASHINGTON, D.C.
CONTROL CENTER

8. SYSTEM OF SYSTEMS: TO SOME EXTENT WITH INTEROPERATION
WITH NATIONAL CARRIERS






APPENDIX D
Formulation of Alternatives - Supplementary Information

T=is supplementary material was used in the formulation of alternatives. [t consists of 1
Jefimtion Of 1 conmol taxonomy and a funcuonal analysis. First, the conmol taxonomy :s
presented in Section D. 1. Then for each of the OSI management functions, an allocation anaiysis
is presented in Secuon D.2.

D.1 Controt Taxonomy

To facuitate the analysis of conmol alternacives, a control taxonomy was formulated. This
raxonomy consists of the following elements:

o Funcuons of control

o Elements of contol

o Data Processing modes

0 Decision-making modes

o Redundancy of control entities

0 Location of conwol ennties
These ziements are described in the following secaons.

D.1.1 Functions of Control
The [SO/OSI management framework (ISO 7498-4) categorizes the conwol functons in
the tollowing functional areas:

Configuration Management encompasses monitoring, scheduling and controlling the dynamic
state (operanonal status) of the system and its components. For the NASA SN the
allocanon of SN resources (i.e. scheduling service events) is a crucial part of CM.

Fault Management encompasses fault detection, isolation and the correcdon of abnormal
system operation that (may) cause the system to not meet its operational objectives.
Performance Vlanagement cnables the system to perform at or above agreed to service

performance levels.

Security Management supports the application of security policies.

Accounting Management encompasses collection, analysis and reporting of service utlizaton
by different users.

The full descripton of these funcdons can be found in the ISO standard 7498-4. This
categonzaton has been accepted and adapted by many other national and internatonal standards
orgamizauons as well as the computer and communicadons industry. Specific management
functions within these broad categories can be provided by a combination of general purpose
mechanisms (shared by several funcdons) and special purpose mechanisms.

D.1.2 Elements of Control

The primary goal of any conool system is to assure that the system behaves as expected
or planned. This is generally achieved by using a variety of feedback and control mechanisms.
The basic elements of a typical feedback and control mechanisms (Figure D-1) are:

Monitoring - the purpose of monitoring functions is to collect the information about the
actual system behavior. It can take a variety of forms, ¢.g., monitoring the signal to noise
rauo in a transmission. This element is also referred to as "Data Collection”. The
monitoring functions generally use the low level modules to observe the system behavior.

Processing - the raw data collected as a result of monitoring a system is often voluminous
and describes the behavior of low level modules/phenomenon. This raw data must be
reduced and mansformed to determine the aggregate system behavior in terms of high
evel services expected from the system.



Decision making - the p;ocesse_d data is used to compare the actual behavior t© the
gxpcccd/planned pehavior. THiS comparison provides the basis for determining the need
for taking corrective acgons. i.e. direcung the system. The decision making element is

also responsible for accepung service requests from the service users and directng the
system 0 provide the services. This 1S the most visible element of any control system.

Two disanct approaches t0 control are ".cenualized" and "distributed”. In 3 completely
cenmalized approach. all monitored informagon 1S recorded (kept) centrally and all decisions are
made by 2 central authonity (entity). ln most large complex systems. a hybrid approach is more
effecave. In 2 hybnd approach the degrees of dismbugon 18 different for the processing and
decision making/direcung elements of congol. Some of the possibiliaes are:

o distributed recording of informagnon with a cental authority for decision making,

o distributed recording of informaaon and hierarchical decision making.

o dismbuted recording of informanon and dismbuted decision ing without hierarchy.
i.e.. peer-to-peer decision making by consensus.

The following sections descnbe the alternaave approaches for the processing and
decision maiking elements of contol.

D.1.3 Data Processing modes
The data collected by the monitoring elements (generally associated with low level
modules) must be reduced and ransformed. This can be pcrformed in three different modes:

Decentralized - in this mode the monitored data is processed by the entity/module
collecting the data.

Hierarchical - this is 3 variagon of the decentralized mode for large muld-level
nierarchical systems (such as the NASA SN). Each level receives the processed data from the
lower level entties, may process it further and then forwards the processed data to the next
higher level. This approach uses the encapsulagon concept at cach level and only the informadon
needed by the higher level is passed on 10 the higher level. The reladonship berween the levels
can be dynamic, ie., the higher level can request or direct the lower level tO provide

additional/diffcrcm informadon.

Centralized - in this mode all data processing is done by 2 single central endty (possibly
redpndam). All data monitoring enttes send the raw monitored data for processing © the central
enuty.

Different variagons and combinagons of the above three modes are generally referred 0
as hybnd modes.

D.1.4 Decision-making modes
The decision making elements are responsible for:
o accepung service requests from the s€ .ce users and directing the system 10 provide
the services,

o comparing the actual behavior of the sysmemlsubsystzm under contol to the
cxpecwdlplanned pehavior and taking corrective acions a3 necessary
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Three commonly used decision making approaches are:

Decentralized peer-to-peer - in this mode there is no central decision making enary.

The system is contolled by muldple peer entides (subsystem managers) through a democranc

process of consensus decision making. This type of decision making is generally used in a

Svstem of Systems” where the co-operatng systems are quasi-independent bounded by policies.

mutually agreed upon goals/objectives (e.g. schedules) and QOS (quality of service) parameters.

in theory, peer-to-peer to decentralized decision making can work in conjunction with

either cenmalized or dismbuted data processing. It is generally used with decenmalized

processing. Peer-to-peer decision making can use one Or more of the following interacuons
between peers to arrive at a consensus decision:

o Request-response: a peer sends a request 0 another peer (or other peers) and expects a
response (such as status, request for service granted). The interaction can be repeated
to arrive at a negouated agreement.

o Periodic messages: a control/management endty can send periodic informaton
messages to other peer ennues. €.g. test messages.

o Exception messages: a congol enaty may inform its peer regarding the occurrence of
unusual/aperiodic events without solicitadon, e.g. equipment failure, loss of service or
scheduled prevenave maintenance downume etc.

Hierarchical - in this mode there is a clear line of authority szuctured as a ree. Enddes
at any level have defined decision-making authonty and are responsible for executing the
decisions made by higher layer authorites. Each enary reports to the immediate higher level
enuty and directs the immediate lower level ennty. This is the rtraditional hierarchical
organizaton generally used within a system.

Centralized - this is a special case of hierarchical where there are only two levels. All
decisions are made by the single higher level (central) enary.

Different variatons and combinations of the above three modes are generally referred to
as hybrid modes. For example, the STGT uses peer-to-peer decision making for fault
management of redundant equipment, centralized decision making for scheduling of STGT
services.

D.1.5 Redundancy of Control Entities

Redundancy of control entities is a crucial aspect in the design of a robust control system
for high availability systems, such as the public telephone network. The STGT is an excellent
example of a robust system with muld-level redundancy. The current NCC at the GSFC is an
example of a redundant control system. Within the context of NASA Space Network Contol the
:ssue of redundancy must be addressed at two levels:

o Inra-SN control entry redundancy and
o Inter-system control and co-ordinaton redundancy.

The inra-SN control system redundancy includes the following aspects:

o Redundancy of centralized control elements, i.e. the congol enddes that are separate
from operational SN subsystems (such as STGT and Ground Network). This is similar
t0 the redundancy of the current NCC at the GSFC.

o Redundancy of embedded control elements, i.e. the control endties that are embedded
iSnTg% operational subsystems. For example redundancy of the EXEC ADPE in the

o Redundancy of intraSN paths berween the control elements.

L)



o Redundancy of contol element locanons to protect against catastrophic failures outside
the automated system. €.g. e2arth-quakes and snow storms.

The inter-system control and co-ordinaton redundancy issues are similar to the inra-SN
albett at the svstem level instead of at the subsystem level.

D.1.6 Location of Control Entities . '

For a diszibuted system or a ‘System of systems”, the locaton of contol enanes can
~ave 1 sigmificant impact on costs, robustness and effectiveness of the conmol system(s). This 1s
certainly the case for the SNC which will be responsibie for contmolling SN assets and
coorainanng SN services with other autonomous systems.

The choice of locadons is closely tied to decisions regarding redundancy. Redundant
systems can be located in one building (e.g. the existing GSFC NCC), in two different buildings
in close proximuty (e.g. the STGT and WSGT at WSC) or in two different locations far apart
¢.g. WSC and GSFC). Increasing the separation berween two redundant systems results in
:ncreased robustness at a higher cost. For example, if a severe snowstorm (or fire or earthquake)
were 1o result in a shutdown of GSFC for several days, it will be difficult 10 operate the
c2dundant svstem at GSFC.

Some of the alternadves for locatung the SNC are:

o [ntegrate with ATGT - {ocate it inside the AGT1 and AGT2 buildings,

o Resident at GSFC only - no integranon with ATGT,

0 Resident at WSC - outside the ATGT buildings,

0 Resident at GSFC and WSC - the WSC SNC systems could be either reside in one of
the two ATGT buildings or housed separately.

Several other combinatonal possibilides exist. Another possible approach would be to
separate the inraSN and inter-system control systems. In this scenario, the intraSN systems need
not be collocated with the inter-system conool systems. For example, the inraSN control
systems can be housed in the ATGT buildings, while the inter-system control systems can be
tocated at GSFC.

D.2 Functional Allocation

This section documents the rational for and the recommended allocation of operational
control (II. OPERATE SN in Appendix A) functons and associated databases among the SN
subsystem control. the intra-SN control (SNC) and the inter-system control (ISC) systems as
Jefined tn Section 2.5.

The funcuons and databases t0 be allocated were derived earlier as a result of the
‘uncuonal analysis/decomposidon as documented in Appendix A (SNC Functonal
Decomposition). The "Operate SN" function consists of six level 2 functons:

0 Provide User Services
0 Manage Configuraton
0 Manage Fauits

0 Manage Performance
0 Manage Security

0 Manage Accoundng

Secdons D.2.1 through D.2.6 address the functional allocation of these six level 2
functons. The functonal allocaton decisions are generally made at level 3. For example,
‘Maintain Planned Resource Availability Database” is a level 3 function under the level 2
funcuon “Manage Configuraton”, which is under the level | function "Operate SN". Appendix
A 1ls0 lists lower level functdons (level 4 and sometimes level 5) to more clearly define the level
3 funcuons.

)
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The italicized notaton (SNC , ISC or subsystem functions) for the level 3 functon tables
in these sectons denote the recommended allocation. The term "subsystem" refers to the three
SN subsystems - ATGT, ATDRSS and GN.

The inraSN allocaton decisions relates (0 the degree of autonomy exercised by these
three subsystems. The term *SNC system" is used to describe the collecton of contol ennaes
external to the three subsystems, although they are administraavely part of the NASA SN and as
such "SNC" will be a SN subsystem. The allocation of control functions described in this secton
is independent of the locadon (WSC vs GSFC) and physical implementation details (such as
degree of redundancy and integradon with ATGT) of the "SNC system”.

Key issue #1 (What processing/scheduling is done in real-time versus pre-planned?) is
addressed in Secdon D.2.2 as part of resource allocation functons which are a subset
of the "Manage Configuradon” function. The other five key issues (#2 through #6)
addressed in this study cut across all six funcaons:

Key issue #2: What processing 1§ automated versus manual?

Key issue #3: What is the User-System "Informaton interface"?

Key issue #4: How is the system conmolled? (centralized/distributed)

Key issue #5: Where is the processing performed?

Key issue #6: Can the SNC be absorbed by other systems?

D.2.1 Provide User Services

The primary purpose of the SN subsystems is to provide services to the users and
therefore the majonty of functons in this group are allocated to the subsystems. There are three
level 3 functons in this group as shown in Table D-1:

ILA.1 Receive and validate "scheduled service event' requests.
{I.A.2 Provide SMT services

[I.A.3 Pre-event co-ordinatuon

IL.A.4 Provide the acknowledged service

Functions IL.A.1, .2 and .3 clearly belong to the subsystems. In the current system
.preSTGT era), the pre-event co-ordination funcnon (I1.A.2) is performed manually by the NCC
operator at GSFC. This process takes about 5 minutes and relies on voice conversaton between
the NCC operators and the User point of contact

In the ATGT era CDOS and NASCOM II will be data driven. Thus, the primary focus of
the pre-event co-ordination functions will be co-ordinaton of services between the SN
subsysterns and the user system for the specific service event Therefore, this funcdon can be
more effectively performed by the SN subsystem providing the service(s) and can be automated
10 a large degree. The impact of this recommendation on the key issues is as follows:

#2: automate pre-event co-ordinaton
#4: allocate control of pre-event co-ordinagon t0 ATGT
#5: perform pre-event control proces sing at ATGT

If the pre-event co-ordinaton identifies a problem that cannot be resolved by the SN
subsystem, the resource allocation/scheduling endty should be notified on an excepton basis
(function 0.A.2.¢).

Upgrading the Ground Network (GNi) subsystem to perform pre-event co-ordinagon
may not be cost effective in view of the declining use of GNi services. erefore, the pre-event
coordinaton for GNi subsystem may continue to be handled manually by the SNC personnel or
't can be handled manually by the operational staff at the particular Ground Staton.

)
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[.A Provide User Services

1. Receive "scheduled space-ground service event’ request from “Manage
Resource Allocation”, validate request and venfy availability of necessary
subsystem resources (subsystem functions)

12

i

1) SSA Forward Service (SSAF)
b SSA Retumn Service ' SSAR)

o) KuSA Forward Service (KSAF)
d) KuSA Return Service {KSAR)
2) KaSA Forward Service

N KaSA Retumn Service

2) Tracking Service

n) Muluple Access Service (MA)
1) S-band conungency service

1) Ground Network iGN services

. Provide Gateway services for internaonal partners (subsystem functions)

. Pre-event co-ordination (subsystem functions)

1) Confirm/venfy "service event parameters” with the requesung user sysiem

b) Noufy external service providers

2) Assign, imualize and acuvate necessary SN resources

d) Perform end-to-end (loopback/path) tests with external systems

e) [nform “Manage Resource Allocauon” if the tests fail and the scheduled service cannot
be provided

. Provide the acknowledged service (subsystem functions)

1) Activate all necessary SN resources at event start

b) Signal end of event to all external systems

¢) Release ATGT/ATDRSS resources at end of event

d) Signal end of event 1o "Manage Resource Allocauon”

¢) Post-event co-ordination: provide event summary record/information © “Manage
Accounting”, "Manage Resource Allocation”, CDOS and the "User System”

TABLE D-1
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D.2.2 Configuration Management

The most general definiton of the term "Configuradon Management" includes planning,
conmolling and monitoring the configuration/arrangement and state of a system and its
components. This study does not address the planning functions (part of "Administer SN™) and
the statc configuraton management functions (definidon/identification of currently approved
system as defined in the DOD 483A specificatons - these are part of the “Sustaining
Engneenng ).

The operatonal configuragon conmol functions consist of - resource allocation and
dynamic configuradon management funcuons. There are five level 3 funcdons in this group as
snown in Table D-2:

[1.B.1 Maintain SN resource allocation Rules Database

[1.B.2 Maintain Planned Resource Availability Database

[[B.3 Maintain Preplanned Service Request Database and Scheduled Service Event
Database

[1.B.+ Manage On-demand Service Request

[I.B.5 Manage subsystem Dynamic Configuragon

For the NASA SN, resource allocaunon management is a very cridcal and complex
function. The first four level 3 funcuons pertain to resource allocadon management.

The resource allocation management function in the ATGT era will have a key difference
compared to the preSTGT era.i.e. today. The current NCC is responsible for scheduling use of
SN. NASCOM, SDPF resources. In the ATGT era. NASCOM would have evolved to the data
driven NASCOM 1I and SDPF funcoons would be taken over (for the most part) by the data
driven CDOS. By definidon (of a data driven system) these systems will not require explicit
scheduling of services. Therefore, the resource allocadon functions will be primarily responsible
for allocaron of the SN resources only.

There will continue to be a need for coordination of end-to-end service scheduling. These
are planned to be implemented by using the advisory funcdons "Publish weekly/monthly
projected plans for other service providers (Function I.B.3.e). This functon has been allocated
‘o the SNC (rather than ISC), as part of SN resource management function. The use of the
orojected plans published by the SNC by other service providers will be opuonal. In this

scenario, the external systems are responsible for keeping rack of their resource availability or
lack thereof (e.g. due to scheduled downtime or a major failure). This functon is in addigon 0
‘he end-to-end tests performed by the SN subsystems, as part of pre-event co-ordinanon
Functon II.A.3.d) described in Section D.2.1.

In summary, all operational configuraton management functions listed in Table D-2,

have been allocated to either the SNC or the SN subsystems. No ISC functons were idenafied.
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[1.B. Manage Configuration
1. Maintain SN resource allocation Rules Database (SNC functions)

2. Maintain Planned Resource Availability Database (SNC functions)
1) resources (taken) out of service
by resources already reserved/allocated
<) resources available for allocaaon

3. Maintain Preplanned Service Request Database and Scheduled Service
Event Database (SNC functions)
1) Receive, validate, log and acknowledge preplanned SN service requests -
new/cancellauon/change
a) External users (LS POCCs and Int1 users)
by Internal SN users
+ 1) Sumulauon and tesung
+2) System upgrades
i 3) Maintenance
b) Translate genenc/flexible service requests into specific service events
o) Negounate resource avauability/allocanon among all requestors using the Rules
Database, [og negouanons record
d) Schedule service and allocate/reserve SN resources for the service events
{ ATGT/ATDRSS, GNi, SMT). log and provide event schedule to the requestor
2) Publish weekly/monthly projected plans for other service providers (CDOS,
NASCOM, ESA, NASDA, DSN, DOD LRs and FDF)
) provide penodic request summary (past, future, performance metric) reports
3) provide on-demand reponts

4. Manage On-demand Service Request (SNC functions)
1) Recerve, validate, log and acknowiedge on-demand SN service requests
b) Receive, validate, log and acknowledge service parameter set-up/change requests
<) Schedule (or deny) on-demand service
d) provide reports (performance/usage et.)

5. Manage subsystem Dynamic Configuration (subsystem functions)
a) Collect sub-system state information (e.g. in use resources during an event)
b) Store and maintain sub-system State Database (inciuding history)
¢) Controt the sub-system state - receive and process requests for state change(s) from
"Provide User Services”, "Manage Faults”, and "Manage Security”
d) Present the sub-system statwe '

TABLE D-2
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D.2.2.1 Manage Resource Allocation _

Key issues #1 (“What processing/scheduling 1s done in real-time versus pre-planned?”)
and #2 ("What is the user-system “informaton interface”) are addressed in Secton 3.2. The
axact scope of the resource management funcdons will be affected by the decisions made with
-aspect to the following subjects addressed in Sections 3.2 and 3.4:

A How much resource allocation must be done by the SN resource manager and what
can be assigned to the SN subsystems? The resource allocation funcdons assigned to
the SN subsystem will become part of the real-time funcdon "Provide User Services'.
(see Section 3.2.2.4 - Information Interface)

B. What part of generic scheduling is performed by the SN resource manager and what
functions can be assigned to the user system? (see Section 3.4.2 - "Dismbuted Data
Management’)

C. Of the functions assigned to the SN resource manager, what processing/scheduling is
done in real-time versus pre-planned? (see Secdon 3.2)

tem A affects the boundary between the “manage resource allocation” and "provide user
service  functons. For example, should the resource manager allocate/reserve a channel (within
a group of channels, i.c. a subnet) and let the SN subsystem service provider (such as ATGD
allocate the specific channel. It affects the nature of informadon exchanged between the two
functions. In the example, if the resource manager does not allocate specific channels, then it
does need status information regarding specific channels, it only needs information regarding the
total number of operating channels.

ltem B affects the scope and complexity of the algorithms in the funcuons Maintain
Allocaton Rules Database (I1.B.1) and Schedule SN services (I1.B.3.d and I.B. 4.¢).

Item C affects the complexity of the resource allocation funcdons as shown in Figures D-
> and D-3. These figures show the databases and conmol data flows for the pre-planned/hybnd
nd on-demand access alternatves respectvely.

As shown in the two figures, the on-demand access alternative is simpler than the pre-
olanned/hybrid alternative for the following reasons:

o The SNC need not maintain the following databases for the on-demand approach:
- Preplanned short-term (next n hours) schedule in ATGT, since all service events are
scheduled (or denied) immediately after the receipt of the service request,
- Projected Resource Availability Database, since all service events can be scheduled
(or denied) based on the current system state database,
o The "scheduled service event" database is replaced with the "active event (in progress)”
database in case of the on-demand access approach. This is a smaller and simpler
database and results into simpler allocadon rules for the on-demand approach.
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D.2.2.2 SN Subsystem Configuration Management

The last level 3 funcdon under "Manage Configuradon’ deals with the dynamuc
configuragon of the subsystems. The dynamic state of a system is affected by - ongoing requests
“or service ¢ 2s scheduled by the resource allocation function) and internal changes inidated by
“aultperformance/secunty management funcuons. The dynamic configuradon functon includes
ne foilowing level 4 funcaons:

o collecing informatdon about the current condidon of the subsystems (generally on-
demand),

0 obtawning announcements of significant changes in the condidon of the subsystems.

0 matntaining the subsystemn state database,

o conaolling the subsystem state. 1.¢. changing the configuration of the subsystem 2 g.
taking out a resource for testing and putting it back in service afterwards),

o presenting the subsystem state (e.g. to the resource manager).

The SNC system is primanly concerned with the overall operatonal capability of the SN
assets, rather than detailed control of low level modules which is best performed within the
subsvstems such as ATGT). The dynamic configuranon management functon specified in the
STGT design document meets this criteria quite well and we did not find any reason t0 change
:nose approach. Theretfore these tunctions have been allocated to the subsystems themselves.

D.2.3 Fault Management

The purpose of fault management is to detect, isolate and correct faults. The term “fault”
is used here in a broad sense and refers to any abnormal/anamolous behavior that may impact the
Juality ot service provided by the system. This can includes failures resulting in total loss of
service. excessive errors and performance bottlenecks. The definidon of fault events 1s part of
tne adrmunistrative funcuons under 'Provide Technical Operadons Direction”. Fault management
1as the following charactenisucs:

o [t requires continuous monitoring for detecuon,

o [t can be effectively performed at or above the level at which a fault occurs

0 Performung fault management at higher level results in significant conzol informadon
tflow between components/modules/subsystems which in turn can slow down fault
isolation and correcgon

o [f a fault 1s managed at the level of occurrence, the only informaton needed by the
higher level (typically system level fault manager) is - impact on QOS (if any) and
summary event description (cause. timing, corrective action taken etc.)

The above characteristics imply that an effective fault management strategy would

0 give maximum autonomy to SN subsystems for fauit management

o establish QOS thresholds for the subsystems (e.g. # of lost packets/frames, channel bit
SITOT rate, average/maximum delay, availability objectives)

0 use the layer management approach (rather than the system management approach) at
O\Sd{rgaycrs 2 and 3 for inter-system fault management (e.g. CCSDS SLAP, FDDI
S)

0 use systern fault management for higher layers (OSI layers 4-7) and faults that cannot
be managed by the subsystems or layer management.

This approach was used in decomposing the level 2 function "Manage Faults”. As shown
in Table D-3, there are four level 3 funcaons in this group:

(I.C.1 Monitor. report and record subsystem fault events

ORIGINAL PAGE IS
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[1.C.2 Analyze subsystem fault events
[1.C.3 Perform layer management (for OSI layers 2 and 3)
[1.C.4 Manage Inter-system Faults

The first two (I.C.1 and .2) deal with inraSN fault management, while the last two
(I.C.3 and .4) deal with inter-system fault management.

Functions I1.C.1 through [1.C.3 have been allocated to the subsystems. This is consistent
with the STGT design approach, where the STGT subsystem contains extensive fault
management capabilities and provides equipment availability messages (SLR) and acave service
reports (ODM) to the NCC.

The concept of layer management performed by the subsystems (such as ATGT) for
inter-system control/co-ordination is a recent development in the communications indusTy and is
generally part of the recent communicaons standards, such as FDDI SMT. Layer management
may not be supported by some of the communication protocols to be used by SN subsystems.

The functonal decompositon shown in Table D-3, does not allocate any functons to the
SNC function group. It implies that all FM funcdons are either performed by the SN subsystems
or the ISC system. This assumpdon was made t0 simplify the analysis and focus the study on
answering the six key issues. In a real system, the SNC system will provide a single point of
contact for the ISC and other external system, ie., it will act as the SN manager and
communicate with the proxy agent for the [SC manager. Figure D-4 shows the relationship
between SN subsystem fault managers and the SN system manager.

The impact of these recommendations on the key issues is as follows:

#2:  uses layer management to increase inter-system FM automaton
#4: gives maximum autonomy to SN subsysterns for fault management
#5:  many FM funcdons are performed by ATGT



[0.C Manage Faults
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1. Monitor (detect), reporvdisplay and record subsystem fault events (Errors.
Alarms, Alerts, Anamoles/Unusual wends) (subsystem functions)

1) perform periodic subsystem diagnosucs tests

b) obtain informanon on fauit events trom lower level module/componentlayer

management 2naaes

¢) manwn subsystem Fauit Event Databases

4) mantain extemal svstem [nterface MIBs

2) reaj-ume gend displays and alarms

) penodic summary repornts inci MTBF, MTIR

3) On-demand reports in response (0 specific requests

2. Analyze subsystem fault event informaton (sudsystem functions)
21 Trace and idenufy faults
D) [ninate correcoon of fault(s) ncluding ATDRSS Interference Resoluton
<) Report failures that umpact QOS to system 'Fauit Manager" and "Dynamic
Configurauon Manager'

3. Perform layer management (for OSI layers 2 and 3) with external peer systems
(subsystem functions)

4. Manage I[nter-system Faults (ISC functions)

1) Obtan external system [nterface MIB informaton from SN subsystems

5) Obwain [nterface MIB informauon from extemnal systems

¢) Compare. analyze the MIBs for anomalies and other fault indications/orends

d) Obtain QOS fauit event informauon from SN subsystems

2) Obtain QOS fault event informaaon from external subsystems

) Analyze fault ¢vent nformanon and rend indicators and initiate corrective acuons
+ 1) direct SN subsystems
+2) co-ordinate correcuve acuons with external system fault managers

TABLE D-3



MANAGE FAULTS

(SN SYSTEM MANAGEMENT)

ATGT 1 l

ATGT 2

SUBSYSTEM FM

SUBSYSTEM FM

o]

et
F ]

COOS-DIF

SNIF

—

-

SUBSYSTEM FM

NASCOM

Figure D-4: Intra-SN Fault Management

(W)

(D2

|

SUBSYSTEM FM l

l NASCOM . F | |




D.2.4 Performance Management _

Performance management funcuons evaluate the effectiveness of the system as 2
orovider of services and maintain system performance at a specified (agreed to) level. [t includes
of collecuon and analysis of stanstucal informanon to achieve these objectives. In most systems.
.t aso includes determunanon of system changes/upgrades to enhance performance. Performance
obrectives ire 2stablished by the admunisoanve functions as part of 'Provide Technical
Operations Direcuon .

There s some overlap between fault management and performance management
funcuons. For example. flow contol and buffer management funcuons can be Teated as part of
fauit or performance management. The results of this study are independent of such detinition
ambiguines, since the functional decomposition and allocation does not prohibit the use of
general purpose management mechanisms common to several functional areas.

Performance management has the following characteristics:

O [t requires continuous monitoring to gather statisdcal informadon,

o It requires infrequent arbigadon among lower level modules to resolve conflicts,

o The stansacal informaaon collected is generally massive,

0 Only processed historical data (summary, exceptions etc.) is generally stored and the
degree of reduction is increased as the data gets older.

The above characteristics imply that an effective performance management strategy
would give maximum autonomy to SN subsystems, as is the case with the STGT design
approach. Table D-4 shows the level 3 functions under "Manage Performance’. The first two
address the SN subsystem performance and have allocated to the subsystem performance
management enaues. These are:

[LD.1 Monitor subsystem performance
[I.D.2 Plan and perform subsystem performance tests and simulations

The last level 3 funcdons (IO.D.3 Monitor ene-to-end performance) addresses inter-
system performance management and is not discussed here.

The proposed functional allocaton does not assign any inoaSN performance
management funcdons to a system level management endty. A possible excepton to this
recommendatdon would be for the data transferred to international parmers via the SMT. It is
recommended that this determinatdon be made as part of the SMT requirements analysis and
architecture development process. The impact of this recommendadon on the key issues is as
tollows:

4#2: the level of automation specified for STGT in the area of PM is adequate

#3: decentralize performance management. i.c., let each SN subsystem manage its own
performance within established objectives. This includes maintaining performance
databases.



[1.D. Manage Performance

1. Monitor subsystem performance (subsystem functions)
a) Collect stadsucal information under normal conditions
a) Quality of service parameters (QOS)
b) Resource utilizauon
b) Record and maintan subsystem Performance Databases
¢) Report subsystem performance
a) real-ume mend displays and alarms
b) pertodic summary reporns
¢) on-demand historical or special reports
d) Analyze subsystem performance stadsucs for performance anamolies/bottenecks and
other performance trends/indicators
a) real-ume/short-term trends
b) iniuate real-ume corrective acuons as needed
¢) long-term wends
¢) Send long term planmng input to Tech Ops

2. Plan and perform subsystem performance tests and simulations (subsystem
functions)

a) Submut service requests for allocauon of resources

b) Collect QOS and resource unlizauon information under contolled conditons

¢) Record and maintain Performance Test Results Database

d) Analyze aggregate test results and provide planning input 1 Tech Ops

3. Monitor end-to-end real-time performance (ISC functions)
a) Obtaun external system Interface MIB informagon from SN subsysiems
b) Obtain Interface MIB informauon from external systems
¢) Analyze the MIBs for performance anamolies/bottienecks and other performance
indicanons/trends
a) real-ume/short-term trends
b) long-term ends
d) Direct systems to INSert racer messages and collect transit delay informauon
¢) Analyze transit delay informauon to predicvisolate ansit botlenecks
a) real-time/short-ierm ends
b) long-term trends
f) Initiate real-time correctve actions, when needed
a) direct SN subsystems
b) co-ordinate corrective acuons with external system managers
g) Send long term planmng input W Tech Ops

TABLE D-4

L)
'

)

w



D.2.5 Security Management

Security management includes the operational procedures. controls, and system functons
r=quired to reduce the risk of unauthonzed disseminaton of classified materials. These areas or
.nterssts are rvpically segregated into personnel security, physical security, emanarion securnity,
computer secunty, and communicauons secunity. This study addresses the computer ind
communicatons secunty only.

Computer and communications security management has the following charactenstics:

O continuous monutoring of all access attempts,
0 need ro maintain an audit gail of all access anempts,
0 penodic tesung and venficatnon of security mechanisms.

These charactenistics imply that the monitoring and audit reporting functions can =e
certormed more effectvely by the subsystems. Table D-5, shows the decomposition of “Manage
Secunty " ;nto level 3 and 4 functions. The inra-SN level 3 security funcdons are:

[LE.l Manage SN Security
[ILE.Z Provide SN subsystem secunty

The "Manage SN Security’ function (ILE.l) includes maintenance of systemwide
secunty administrauon and audit databases. [t also includes analysis of the audit data and
2sung/venficauon of systemwide security mechanism. Therefore, this funcdon has been
1ssigned to the SNC. The subsystems are responsible for providing the security mechanisms
JLE.2). as directed by the SNC to assures secure operation of the SN.



[1.E Manage Security

1. Manage SN Security (SNC functions)
a) Mainuain and manage Security Administration Database (including user
profiles, key management informauon, audit critena etc.)
b) Provide security administrauon informauon to SN subsystems
¢) Collect. record and maintain Security Event/Audit Database
d) Analyze secunty event informauon and produce audit reports
e) Plan and perform SN secunty tests/simulauons

2. Provide subsystem security (subsystem functions)
a) Secure classified informauon/assets
(1) Access Control (e.g. Guard Processor)
(2) Encrypuon )
b) Monitor and Report "secunty events” to SNC
(1) Authonzed access/usage
(2) Faded attempts

3. Manage Inter-system Security (ISC functions)
a) Exchange security adminisgranon informaaon (such as SDNS credendals) with
external systems as applicable/appropnatce
b) End-to-end secunty tests and simulanons
(1) Plan and co-ordinate tests with external systems
(2) Submut test service request to "Manage Resource Allocation”
{3) Obtain results from SN subsystems and external subsystems
(4) Analyze aggregate test results and publish findings
{5) Iniuate correcuve acuons

TABLE D-5



D.2.6 Accounting Management _

The purpose of accoundng management (AM) is to establish charges for the use of SN
resources by different users based on their use of the SN services. The most general definition of
accounang includes setung limits on use of services by specific users. Examples of limits
‘nclude maximum usage lmits and dme of day use resoicaons. This study assumes that most
irmut funcuons (such as ame of day limits) are performed by the resource allocadon manager
ssing the allocaton 'Rules Database”. Cumulanve usage based limits are handled as part of :he
idmunisauve functions. The AM functons include the necessary reporting functions. [n other
words. maximum usage lirmits are not imposed in real-ume, as is the case with many commercial
compurer services.

At this ume the use of accounting management to charge users based on each service
svent 1s umited to commercial users (non Government), such as LANDSAT. Use of accounung
Tanagement is expected to increase in the future as commercial usage increases. The funcuonal
Zecompostiuon and allocanons made under this study are not arfected by whether the accounung
management is applied to all or selected users.

There is some overlap between manage accoundng and manage performance functons as
coth :avolve measurement of resource unlizanon. Accounting controls user or service esvent
speciric resource unlizanon. while performance controls overall resource uulizaton independent
of the users. However, accounung informauon often includes the level and quality of service
crovided to specitic users for specific service events.

Table D-6 shows the decomposition "Manage Accountng’ functon into level 3 and 4
‘uncuions. The charactenisdces of accounang management funcdons are:

o 1t1s a highly automatable funcuon with minimal manual intervendon/assist necessary

0 close interacuon with several admunisrative functons

O accounung data is sensinve informanon and requires adequate privacy/securnty
Teasures

O iaccounung da is historical in nature and not necessary for the operaton of SN
subsystems

The above characterisdcs suggest that all accoundng funcdons are best allocated to the
SNC svstem.
The impact of the recommended allocations on the key issues is as follows:

#1: accounnng is a highly automatable function,

21 Centralized accountng,

*3: perform accoundng management at SNC,

26: the use of accoundng management (a SNC function) is expected to increase in future



[1.F Manage Accounting

1. Maintain the Rate Database using the chargeback/ billing policies (SNC
functions)

a) pre-planned service rates

b) on-demand service rates

¢) urgenvdisrupuve service rates

d) cancellaton/change charges

2 Collect, record and maintain SN Resource Utilization Database (SVC
functions)
a) SN subsystem resource utlization (from "Provide User Services”)
b) Report resource uulization by event(s), by user, by user group eic.
{ 1) Penodic reporung
(2) On-demand reporung in response to specific requests

3. Report end-to-end resource utlizaton (ISC functions)
a) Collect. record and maintain External system resource udlizanon

measurements/charges
b) Compute and report consolidated charges by eventi(s), by user, by user group etc.

(1) Penodic reporung
(2) On-demand reporung 1n response (o specific requests

TABLE D-6



APPENDIX E
Performance Model

E.1 Model Description

A simulanon model was developed to examine different alternadves of partitioning
ATDRSS resources among missions, allocating single access and muld-access resource among
resources. and allowing mussions to make requests on a demand access basis instead of
scheduled. The model was developed using the commercial tool OPNET (OPtimized Network
Engineening Tools) and data from the NASA tool NPAS. The model explicitly represents the
requests Of the group of mussions that use demand access, their orbits over a seven day penod.
and the start of visibility (SOV) and end of visibility (EOV) periods for the different single
access (SA) and multi-access (MA) resources for ATDRSS. The orbital and visibilides data ire
deterrruned from NPAS ourput data. The scheduled missions' usage of the various SA and MA
ATDRSS resources are represented in the model by the busy periods for each resource
determined from the ourput data of NPAS. The performance metrics produced by the model
include percentage of requests blocked. percentage blocked on first arempt, average waiting
time, percentage waiting, proximity to the quddle of the window, and resource udlizadon. The
issumpuons of the model are given below.

Two subnetwork parttions are defined for missions: Subnetwork A and Subnet B.
Different alternatves are subsequently defined for these two subnetworks. We assume thar
Subnetwork A missions use only SA resources that are dedicated to them. The remainder of the
missions, both scheduled and demand access, use only the remaining SA or MA resources. This
model gives results for Subnerwork B users only. The model considers two kinds of demand
access requests: immediate, or blocking, and window requests. The former category consists of
requests that are lost if they cannot be sansfied immediately. Window requests have a ume
window that they can wait before they are lost.

The model assumes that the mission maffic load is defined by the third quarter 1598
ratfic model developed by NASA and used in the NPAS model. Based on input from NASA
modeling personnel the five missions are considered for demand access instead of scheduled
access. This mission waffic model is summarized in Table E-1. The NPAS model was executed
with the demand access missions taken out. The scheduled request intervals taken from the
NPAS model output are assumed to be constraints in allowing the demand access requests to be
serviced. Spacecraft masking of antennae during its visibility interval is represented for the
scheduled requests but not for the demand access requests. For the demand access requests the
model assumes that requests occur only within the respective interval of visibility of the
ATDRSS constellation, and that requests occur randomly within that interval but no later than
the ume after which the request could not be satsfied due to not enough time remnmng

The model assumes that the following SA and MA resources of the ATDRSS era are
available: 8 SAF; 8 SAR; 8 MAF; and 20 MAR. It is also assumed that K-band and S-band
single access antennae cannot operate simultaneously. A normal operating scenario is assumed
(1.e., no routine down times or spacecraft emergencies are represented).

E.2 Evaluation Scenarios

The model was used to evaluate two nerwork partitions. Figure E-1 shows the different
parameter categories that were varied in the evaluations. The two partitions were defined by the
number of SA resources that are assumed to be dedicated to Subnetwork B missions. The left
side of the tree diagram defines model runs for six SAF and six SAR resources being dedicated
‘0 Subnetwork B. The further distinction between Partition | and Partiion 2 is that Partiton |
includes a mux of manned and unmanned missions including Freedom and STS on Subnetwork
B. Parution 2 assumes that all manned mussions are parutioned on Subnetwork A and all



unmanned missions are parutoned on Subnetwork B. . For each of the Subnerwork A resource
cases, two alternatives are examined for the set of resources that demand access requests can
access: hoth SA and MA and MA only. The next level of parameter variation is the demand
access request type. Two cases are considered: all demand access requests are blocking and all
demand access requests are window. The last parameter category is traffic load. For each of the
cases defined by the tee diagram, we examined the third quarter 1998 baseline load (100
percent), 200 percent of the baseline, and 300 percent of the baseline. The additonal raffic load
was defined by adding a second set and third set of missions identical to those of the baseline
caffic model with the spacecraft orbits off-set by 15 and 30 minutes, respecdvely, for the two
addidonal cases. In additon to the cases defined by the ee diagram in Figure E-1, we also
examined the impact to blocking probability for smaller window size and longer contact time for
each demand access request.

E.3 Model Results
E.3.1 Partitions Resuits

Three cases were examined for waffic partitioned between Subnetwork A and
Subnerwork B. The baseline case assumes that the missions listed in Table E-1 are partitioned
onto Subnetwork B. The resuits in Table E-2 show a comparison of blocking percentage for the
baseline partition with all waffic scheduled and the two parttions examined for demand access
and scheduled maffic. The partitons were described in the previous section. Two demand access
types were examined: blocking, or immediate, requests and window requests (i.c., requests that
can wait if a resource is not immediately available). The blocking probabilities for the scheduled
raffic were determined by the NPAS model. The values given for the scheduled taffic are the
maximums of all missions using scheduled access. The maximum acceptable blocking
probability is 10 percent.

The results show that moving Freedom and STS onto Subnetwork A reduces blocking on
Subnetwork B. Both Freedom and STS require full coverage during their TDRSS visibility dmes
from single access resources. When these two sets of demands are moved to Subnetwork A
partition, contention on the remaining resources on Subnetwork B is reduced on the remaining
single access resources.

This result occurs even though two more SAF and two more SAR resources are dedicated to0
Subnetwork A users.

Another conclusion drawn from the resuits is that demand access cannot provide an
acceprable level of blocking if the missions cannot wait if 2 resource is busy when a request is
made. This conclusion hold true if the current resource allocadon between SA and MA resources
's maintained. Also, the blocking probability can be acceptable if requestors have the flexibility
to wait for a resource if it is busy.

E.3.2 Demand Access Resulits .

The model was used to investigate resource allocaton, workload growth, coverage
requirements, and window size issues for demand access requests.

Table E-3 shows the percentage of demand access requests blocked for the baseline
raffic load, two times the baseline load, and three tmes the load for Scenario 1. Blociang
probabilities are given for all blocking, or immediate, requests and all window requests. In this
case demand access transactions can access both SA and MA ATDRSS resources. The results
show that if all requests are the blocking type, the percentage of requests blocked for the baseline
load is unacceptable at 30 percent. However, if the requests are all window types, where the
window is 100 percent of a spacecraft's visibility ame, the percentage blocked is zero for the
baseline case. The results for the window case shows that the percentage is stll relatively low at
eight percent for 200 percent of the baseline load, and slightly above accepuble at 12 percent for
300 percent of the baseline.

A closer look at the results in the previous table is given in Table E-4. The results in
these tables show blocking percentage broken down by SA and MA resources for all blocking
requssts and all window requests. Both cases show that the blocking is occurring on the SA
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resources with almost no blocking on the MA resources even at 300 percent of the baseline load.
These results suggest that it is highly desirable t0 move the demand access requests to the MA
resources assuming that mission requirements can be met in terms of bandwidth and any other
Tansmission characteristics. The results for the cases where all demand access requests are
served hv MA resources only are described below. '

When all demand access requests are moved t0 mulad-access resources the percentage of
-equests locked for both blocking and window types is below 10 percent for the range of marfic
sxamined (Table E-35). If all demand access requests are window type, then less than one percent
of the requests are blocked at 300 percent of the baseline. The blocking percentage for blocking
request type is less than one percent for the baseline load and slightly less than 10 percent for
300 percent of the baseline.

The results of doubling the mission contact umes are summanzed in Table E-6. The table
shows the blocking percentage for |00 and 200 percent of the baseline contact umes tor two
cases: demand access requests use both SA and MA requests or use only MA resources. For the
‘ormer case blocking percentage increases significantly for both request types. There is litle or
no change in the blocking percentage where all demand access requests are served by MA
resources only. These last results also show the robustness of allocating single access resources
‘0 scheduled maffic and MA resources 1o demand access maffic. The NPAS model results show
that all scheduled mussions have a blocking percentage of less than five percent. These results
show that the blocking percentage for demand access requests is less than five percent even if the
workload requirements are much greater than the baseline.

The results for Partution 2 are given in Tables E-7 and E-8, respectively, for demand
access matfic on both SA and MA resources and on MA resources only. The results follow the
same wends as the previous resuits. Having the tlexibility of a window reduces blocking
percentage as does moving demand access requests 10 muld-access resources.

E.3.3 Window Size Resuits

The impact of window size was exarmned by varying the window size. The results, given
in Tables E-9, show the change in blocking percentage and waiting time. These results are based
on Parnizton 1. The results show that the blocking percentage decreases from 30.6 percent down
to zero as the window size increases from zero to the full visibility dme. If the window size is
reduced to 30 percent of the total visibility ume, blocking is reduced to an acceptable level at 5.6
Jercent with a waiung tume of about five minutes for requestors that have to wait. Around 12
percent of requests have to wait for the 50 percent window size case. The waiting ime increases
1s the window size increases but is less than ten percent of a typical orbit time for the maximum
window size. These results assume that both SA and MA resources are used by demand access
window requests. Reducing the window size has no impact on the case where all demand access
requests are served by MA resources only since there is no blocking for that case.
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Figure E-1: Evaluation Scenarios



DEMAND ACCESS

MISSICN SAF SAR MAF MAR CONTACTS/QORBIT
3RO 30 30 1/2
20 20 2 PER DAY
AXAF 20 20 1/2
10 20 1
TRMM 10 1
LYMAN L3 13 1
=0Ss 39 32 1
100% 1
SCHEDULED
MISSION 3AF 3AR MAF MAR CONTACTS/ORBIT
TREECCM 1C00% 130% 1
STS 200% 100% 1
48T 13 20 1
20 l/day
60 l1/week for
4 orbits
100% 1
10 1
2SL 180 480 1/day
3 3 1/40 min
100% 1l
20 1
GP-81 15 l/day
100% 1
COLZSTAT 10 10 1
100% 1
NOTES:

1. Times are in minutes

2. Abbreviations:
SAF - single access forward (K & S bands)
SAR - single access return (K & S bands)
MAF - multi-access forward
MAR - multi-access return

Table E-1: Baseline Traffic Requirements
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Demand Access

Partition scheduled Blocking ~ Window
3aseline 5.0 - -

Partition 1 5.0 30.6 0.0
Partition 2 0.0 22.6 2.7

Table E-2: Partitions sensitivity - Blocking Percentage

PERCENT OF BASELINE WORKLOAD
ELRL-C I50%

REQUEST TYPE 100% 200% 300

All Blocking 30.6 36.4 40.5
*

ALl Window 0.0 8.4 12.3

Taple E-3: Partition 1l - Blocking Percentage for Demand Access
Requests on SA and MA Resources

PERCENT OF BASELINE WORKLOAD
L

REQUEST TYPE RESOURCE TYPE 100% 200% 300
All Blecking SA 44.9 55.6 59.2
MA 0.0 0.0 0.9

*
All Window SA 0.0 12.4 18.0
MA 0.0 0.0 0.2

-aple E-4: Partition 1l - Blocking by Resource Type

PERCENT OF BASELINE WORKLOAD
= 100% oY

REQUEST TYPE 200% 300

All Blocking 0.8 3.4 9.8
»

All Window 0.0 0.1 0.6

Taple E-3: Partition 1l - Blocking Percentage for Demand Access
Requests on MA Resources only

Notes:
* Nindow size equal to 100 percent of TDRSS visibility time
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SA & A MA ONLY
CONTACT TIME CONTACT TIME

REQUEST TYPE 100% 200% 100% 200%
All 3lzckirg 30.6 48.1 0.8 3.8

»
All Window 0.0 22.0Q Q.0 0.0

-3ble E-§: TDRSS Contact Time Sensitivity - Blocking Probability

DERCENT OF BASELINE WORKLOAD

REQUEST TYPE ’Ou% ZOOf 300%

All Blocking 22.6 31.6 36.1
*

All Window 2.7 5.8 3.9

~3nle Z-7: Partition 2 - Blocking Probability for Demand Access
Requests on SA and MA Resources

PERCENT OF BASELINE WORKIOAD
REQUEST TYPE 100% 2008 300%
All Blocking 0.1 3.3 7.9
b
All Window 0.0 0.2 0.4

Taple £-8: Partition 2 - Blocking Percentage for Daemand Access
Requests on MA Resources Only

Waiting
“indow Size*' Blocking % Time (min 3 wWaiting
0 30.6 0 0
30 5.6 4.96 11.9
100 0.0 8.73 2.3

Table E-9: Window Size Sensitivity

Notes:
* Window size equal to 100 percent TDRSS visibility time
+* Percent of TDRSS visibility time






APPENDIX F
SNC/ISC Dataflow Analysis

T=is 1opendix documents the analysis used to evaluate the architectural alternauves
iescmbed n secuon 2.3.1.1 ‘Real-time vs non real-ime funcuons). Table F-1 shows the
astumated frequency and nme cnircality of pnimary control messages. The term nme cniacal is
_sed :0 rafer to messages that are used in a real-ume (or near real-time) contol Tansacuon. ¢.g.
“ault avent conmol or service parameter change requests during a service event. The datatlow
analysis assumes that these Tansactions must be completed within few seconds. i.e., Tansit
delays for individual messages should be of the order of 100 msec. Non ime-cniical messages
ire those that are used for routine contol ransactons, €.g., event accountng. These messages
can ve delivered in background mode.

The logical flow of the conmol messages between ATGT, CDOS, SNC/ISC system(s)
and the User POCCs is shown tn Figure F-1. The dataflow rates (in messages/sec) shown in the
‘figure 15 for the worst case scenaro. L.e. maximum conwol message traffic. In the worst case
scenario will the ATDRSS constellation will be supportng 28 concurrent events (8 single access
service and 20 muluple access service) and ail events will be short duration (few munute) events.
While this is highly uniikely, the SNC/ISC system must be designed to support peak event rate.

All architectural alternatives assume that the SNC/ISC system(s) will use a hierarchical
conzol scheme based on the encapsulagon concept. With this approach, the real-nme SNC/ISC
system receives summaryv results of monitoring informaton and exception reports. The service
provider tATGT, CDOS and NASCOM) congol/management systems will be responsible for
conninuous monitoring (collecuon and processing) of fault and performance informadon.
Therefore, the frequency of ume cridcal message maffic to/from the real-time SNC/ISC system
w11l be at most few messages per second per event. Therefore, in the worst case scenario. the
aumber of monitoring messages per second is esdmated to be approximately 100/second (28
ccncurrent events, 3-4 messages per event).

The real-ume SNC/ISC system will process the performance monitoring informaunon
rom different service providers and send a summary progress report to the User System every 5
seconds (this frequency was assumed to match the current practice). [n addidon, the ISC wll
iso process fault monitoring information and if a fauit event occurs, it will send the necessary
informadon o the affected User System. Therefore, the total frequency of messages berween the
-eal-ume SNC/ISC and a specific User System is estimated to be less than one/second.

The non real-dime SNC/ISC sysiem deals with resource availability, scheduling,
accounang and security management. The only ume cnitical messages received/sent by this
svstemn deal with on-demand scheduling. [n the worst case scenario, the number of such
messages is esumated 0 be few per minute. The number of pre-planned service requests and
associated shift negonaton messages (for a pardcular User System) is estimated to be less than
one per minute. The number of accountng and security management messages is estimated to be
‘ew per event. Therefore, the aggregate message affic between the non real-ime SNC/ISC
svstem and a specific User System is estimated to be less than one/second.

The peak rate for security and accounting messages (28 concurrent short events of few
munutes each) between the non real-uime SNC/ISC system and ATGT is estimated to be
approximately one per second (10 messages per event, 280 messages in five minutes).

The non real-time SNC system will prepare a composite schedule and provide it to all
service providers and the real-dme SNC/ISC system. Currently this is 3 tdmes per day (once
every 8 hours). [n the ATGT era, the frequency may be increased to once per hour. The same is
mue for the resource availability schedule provided by various service providers, including
ATGT. Therefore, the worst case aggregate dataflow between the non real-aime SNC/ISC system
and a service provider (such as ATGT) s esumated to be two file mansfers/hour.
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PRIMARY CONTROL MESSAGES

I. Time critical messages

Fault monitoring informanon
(includes resource mMONIONNg)
Performance monitoring information

On-demand service/parameter set-up requests
Event progress reports

Fault event control (during an event)
[1. Non Time critical messages
Pre-planned service request response
/shift requests
Pre-planned scheduled file

Accounting informaton
Security informaton

Resource availability plan file

Tabie F-1

Estmated Peak Rate

few/sec
few/event

few/minute
12/minute

few/event

1000/day
one /hr

few/event
few/event

one /hr



Non
Resource Preplanned
Availability Plan Real-Time Service Requests/
1 filahr SNCASC Response
| System |.q—
Accounting, Security Accounting, Security
~1 msg/sec Zcm?: <1 msg/sec lor each
l User System
‘ Preplanned
Schedule
1 file/nr
ATGT Syt
(at WSC) GSFC)
WSC On-Demand
[} Preplanned Access s On-D;mand
Schedule Scheduler ervice Requests
On-Demand Changes Event
Progress Fault Event Control
Report <1 msg/sec for each
User System
Non ]
Real-Time
o -
Fault & Perform ance SNC/SC
Monitoring System | <@
~ 100 msg/sec -
Prepianned ‘ ‘ Prepilanned
Scheduie Scheduie
-
On-Demand On-Demand
CDOS/COMS Changes Changes NASCOM/
(at WSQC) NMS
e _a L
Fault & Fault &
Perform ance Perform ance
Monitoring Monttoring
~ 100 msg/sec ~ 100 msg/sec

Figure F-1. Logical Flow of Control Messages



The exact content, size and frequency of the conmol messages will be specified dunng
the system design and implementadon phase. However, it is our esdmate that generally the
message size will be of the order of 10%*3 bits (125 octets). Therefore, the required sustained
throughput for the time crigcal dataflow paths is esumated to be 10**3 bits per second (10**3
hits/message times 10**2 messages per second), i.e.. 100 Kbps.

A sustained throughput rate of 100 Kbps for short messages can be easily supported over
1 redundant LAN or over redundant long-haul reliable links (e.g. fractional T1 links with TP4
protocol). The cost for long-haul communicanon are higher. However, in the overall scheme of
things, the cost of a long-haul fractional T1 circuit is not very significant compared to the tortal
operanonal cost of the SNC/ISC system. Therefore. collocating the ATGT, CDOS/COMS, and
the real-time SNC/ISC systems at WSC would be provide marginal cost savings compared 0
locanng the real-ame SNC/ISC system at GSEC. On the other hand locating the non real-ume
SNC/ISC system at GSFC would facilitate more effective communication with User Systems at
GSFEC, without any significant cost impact.
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